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Abstract 
A Robust and Generalisable Rubric Design Framework for Critical Thinking 

Assessment 

Harry A. Layman 

This research has two primary goals. The first is to develop a useful framework for 

designing rubrics to improve the utility of feedback and the reliability of scoring for 

critical thinking assessments that use constructed response items. The second is to 

demonstrate and explore the practicality, effectiveness, strengths, and weaknesses of 

this approach as applied to some specific data sets.  

The use of constructed response (CR) for educational assessment has been advocated 

for decades (Gulikers, Bastiaens and Kirschner, 2004; Palm, 2008; Wiggins, 1990). 

The primary benefits claimed are more authentic measurement and better feedback to 

students and teachers. More authentic measurement includes the notion that the 

construction of a response is more cognitively challenging and more direct evidence 

than the indirect evidence from selecting among predefined choices. Better feedback 

is generally limited in practice, however, when use of CR items relies on holistic 

scoring, generic rubrics, and a regimen of scorer training and calibration to attain 

consistent and generally valid measurement. The resulting broad, multifactor 

classification levels are unable to convey response-specific feedback (Bejar, 2017).  

This research postulates the use of a rubric design framework for the creation of item-

specific, content-centric rubrics for assessment items that have right and wrong, better 

and worse possible responses. The framework establishes a uniform mechanism for 

identifying essential elements of item responses, with explicit weights for varying 

degrees of correctness and completeness and standardised approaches to calculating 

overall scores, subscores, and scaled scores. Resultant score reports can provide 

explicit feedback to response elements present, absent, or less than complete that 

explicitly justify and explain score differences between responses. Successful use of 

this rubric design framework promises CR assessment for critical thinking or 

argumentative writing items that will have score reports able to provide detailed 
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feedback to students and defensible scoring outcomes, with the potential for improved 

interrater reliability. 
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Chapter 1 Introduction 

1.1 Background of the Study 

For many decades, multiple-choice questions have been the item type of choice for 

standardised testing, for reasons of cost and practicality. Even as that preference has 

held, selected response (SR) has been criticised for not reflecting the cognitive 

processes and capabilities that are being evaluated (Wiggins, 1990); for not capturing 

higher level cognition (Liu, Frankel and Roohr, 2014); for not representing real-world 

problems (Birenbaum, 1996); and for decontextualising knowledge rather than 

demonstrating abilities of synthesis, analysis, and argumentation (Gulikers, Bastiaens, 

& Kirschner, 2004). This criticism has made at least some level of constructed 

response (CR) obligatory in most high-stakes exams.   

The gradual increase in the use of CR for standardised testing over time has been 

enabled by decades of research and experimentation, which addressed initial 

challenges to reliability (due to low interrater agreement) and validity (Bejar, 2017, p. 

570). The standardisation of CR scoring, as exemplified by Myers (1980) and further 

described in Baldwin, Fowles and Livingston (2005), insured sufficient CR reliability 

by establishing a standardised approach to holistic scoring that included standardised 

techniques for scorer training, scorer calibration, and scorer monitoring. Over the 

same period, the idea of validity, led by the work of Sam Messick at ETS, evolved 

beyond the trinitarian view of content, criterion, and construct validities to a unitarian 

view (Messick, 1980, 1989) that included the consequences of a test’s use. Validity 

has since expanded to include a robust view of social values and consequences, 

including fairness (Kane, 2010). 

Although the broadening of the notion of test validity and the increased reliability of 

CR items made way for greater adoption of CR, the ever-lower cost of multiple-choice 

testing combined with shorter test time per item, amplified the efficiency difference 

between the two item types. Calls for more authentic assessment, direct assessment 

that promotes learning, assessment as learning, performance tasks, and other forms of 

testing that involve student construction of a response rather than selecting from 
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predefined choices have never abated.1 Many educational assessments continue to use 

at least a small number of CR items to enhance face validity, even where the 

contribution to measurement is minimal. For example, Zahner (2013) analysed the 

contribution of a single CR item (a ‘performance task’ requiring an extended 

constructed response) on an exam otherwise composed of 25 SR items. In addition, 

the two primary US college admissions exams currently consist entirely of SR 

questions (154 for the SAT and 215 for the ACT) and a single, optional, CR essay 

item (College Board, no date).   

One area where CR items remain well established is in the assessment of more 

complex skills and higher level cognition, including critical thinking (CT) and 

argumentative writing (AW) (Liu, Frankel and Roohr, 2014). As some 95% of 

surveyed institutions identified CT skills as among the most important learning 

outcomes for their students (Association of American Colleges and Universities, 

2011), this study focuses on the use of CR for these important educational 

measurements. A common denominator of skills assessed by CT assessments is the 

ability to make claims and cite supporting evidence (Liu, Frankel and Roohr, 2014; 

Jackson, Draugalis, Slack, & Zachry, 2002; and Lomask & Baron, 2003), a challenge 

on which this study focuses. 

Most high-volume CT exams rely on multiple-choice questions and use a small 

number of CR items. As Butterworth and Thwaites (2013, pp. 342–343) noted, exams 

such as the Biomedical Admissions Test, the Cambridge Thinking Skills Assessment, 

Singapore’s H2 Knowledge and Enquiry assessment, and the Theory of Knowledge 

portion of the International Baccalaureate all include content designed to measure CT 

skills. Many of these exams are used widely in such countries as the Netherlands, 

Spain, Malaysia, Singapore, and Thailand. In terms of number of items, allocated 

student time, or proportion of summative result scores, such exams still rely heavily 

on multiple-choice question (MCQ) items while including at least one CR item to 

 
1In the longer historical perspective, SR was in fact the ‘new type of testing’ given great impetus by the 
work of Fredrick Kelly (1916), from which the push back toward performance testing was signaled as 
early as Kaulfers (1944), which called for actual language production rather than overreliance on SR in 
language achievement assessment in situations where safety or military effectiveness might be 
compromised.  
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obtain an authentic sample of student-produced work on which to base some portion 

of the assessment results. 

1.2 The Problem With Existing Rubrics 

CR items used in educational assessment routinely use generic rubrics and holistic 

scoring. Such items can achieve acceptable levels of reliability but are unable to 

provide useful, detailed feedback (Cumming, Kantor and Powers, 2002, and Bejar, 

2017); can have minimally acceptable levels of reliability (Williamson, Xi and Breyer, 

2012, p. 7); have scores that can be difficult to justify (Harsch & Martin, 2013 and 

Carr, 2020); and require time and effort that, from the students’ perspective, yields 

little educational value (Cumming, Kantor & Powers, 2002; Nordrum, Evans, and 

Gustafsson, 2013). 

When standardised testing has moved toward greater score detail by changing from a 

single, holistic score with 3–6 score points on a single scale to multiple dimensions for 

complex-cognition CR items, the result has often been the use of two or three 

subscores on an even smaller scale, typically 3 or 4 score points. (Examples include 

the essay scoring evolutions seen in the College Board’s SAT admissions exam 

programme, ETS’s GRE graduate school admissions test programme, and Graduate 

Management Admissions Council’s graduate management school admission testing 

programme.) Attempts to provide subscores often show them to have both low 

reliability and high collinearity. 

Two examples capture the struggle for useful and detailed CR scoring for CT skills: 

• A recent AACU research study found that the percentage agreement in 

scoring was fairly low when multiple raters scored the same student work 

using the VALUE rubrics (Finley, 2012, cited in Liu, Frankel and Rohr, 

2014). For example, the percentage of perfect agreement of using four 

scoring categories across multiple raters was only 36% when the CT rubric 

was applied (Liu, Frankel and Roohr, 2014). 

• In a CAE report on their CLA+, which has a performance task to measure 

analytic reasoning, Zahner (2013) reported the reliability of the 60-minute 

CR section as only 0.43. 
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1.3 Purpose and Nature of the Study  

The purpose of the study was to develop a rubric design framework (RDF) for use in 

developing and evaluating rubrics for CR items designed to measure CT skills. The 

RDF is based on a theoretical model of CR scoring, tailored to the needs of CT 

assessment. The theoretical model of scoring builds on the existing literature and 

practice for CR scoring, informed by current research and practice in CT scoring, and 

leverages recent research and consideration of the role of rubrics in CR assessment.  

The study comprises a literature review of CR scoring in general, CT assessment in 

particular, including related research on AW scoring and the various kinds of CR 

rubrics used today for educational assessment in general.  After a review of a 

comprehensive framework for describing rubric elements, this study proceeds to 

review these elements and identify key components of a CT rubric to be used for CR 

items, a preliminary “rubric design framework” or RDF for evaluation of CT rubrics 

(represented in Appendix J).  

The work then proceeds in two phases, a development phase and an evaluation phase. 

In each phase, three distinct scenarios are considered. In the development phase the 

preliminary framework is used to create an initial item-specific, content-centred rubric 

explicitly based on the goals and objectives for CT assessment and constructed piece 

by piece to correspond to the proposed RDF for evaluation. This preliminary RDF is 

used to design and evaluate rubrics for three separate scenarios, each including 

complete data sets composed of (a) an item passage or pair of passages, (b) a 

challenge or question to be addressed based on the passage(s) for the item, (c) a 

holistic rubric that was used to evaluate the responses and the scoring the resulted 

from its application, (d) a set of two scores for each response by each of two graders 

created by application of the holistic rubric. During the development phase, a new 

RDF aligned rubric is defined to score the responses, and it is applied to 40 of the item 

responses in the initial data set that represent the full range of scores obtained by the 

holistic scoring.  The new RDF scoring is then used to evaluate the rubric and guide 

potential changes.  
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To complete the development phase of the work, the results of the application of the 

preliminary rubric evaluation framework are analysed, both in terms of the overall 

impact on scoring with the RDF rubric as compared to the scoring with the holistic 

rubric, and in terms of comparative IRR for the two scoring activities. The RDF 

scoring is next examined in detail and some adjustments or extensions to the RDF and 

the specific rubrics are considered. The rubrics for the three scenarios are adjusted 

accordingly, and the Testing phase of the work begins. 

In the testing phase, additional item responses from the original data set are scored 

with the improved rubrics in each of the three scenarios.  The testing phase includes a 

more comprehensive set of scoring work and evaluation activity with 120 items for 

one scenario (the first scenario, with shorter responses averaging 100 words) and 80 

items for the second and third scenarios (longer responses averaging over 300 words).  

The testing phase concludes with a review of the scoring results and a comprehensive 

analysis of the results as compared to holistic scoring for the same item responses and 

as compared to the earlier RDF results for change or improvement.  A summative 

analysis of the overall performance of the new RDF rubrics is then presented to 

compare the RDF results with the holistic scoring and to address the original research 

questions that motivate the study. 

1.4 Research Questions 

Research questions addressed in the study are: 

1. Can a generalised and flexible RDF for scoring CT items (as compared to 

generic, holistic rubrics) be successfully used to define item-specific, content-

centric rubrics that can guide essay graders to provide 

• useful feedback to students and teachers;  

• nuanced scoring that makes the exercise a learning experience; 

• explicit, defensible rationales for scoring outcomes; and 

• better interrater reliability? 

 

2. Are there aspects of scoring with item-specific, content-centric rubrics that 

work well or that make scoring easier or more efficient?  
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1.5 Outline of the Thesis 

This thesis is composed of seven chapters.  

Chapter 1 introduces the research problem, providing a general background to 

challenges with CR scoring generally and CT scoring with holistic rubrics in 

particular, and then crystalizing the problem that is the focus of this study, followed 

by a description of the nature and purpose the study, and an enumeration of the 

specific research questions of interest.  

Chapter 2 reviews the literature in three areas: research relevant to the whole of CR 

scoring, literature concerning CT and AW assessment, and general research on the use 

of rubrics in educational assessment. Dawson’s (2017) rubric dimensions are 

introduced. 

Chapter 3 explicates a theoretical model of scoring, reviews the goals and objectives 

of CT assessment, and reviews in detail the 14 elements of Dawson’s taxonomy of 

rubric elements. The chapter then proceeds to build a ten-part rubric design 

framework (RDF) for CT that recognises the particular nature of the challenges of CT 

assessment and that incorporates Dawson’s taxonomy of terms to provide a 

comprehensive approach to the consideration of CT rubrics for CR items in 

educational measurement.  

Chapter 4 describes the research questions and the research context and describes the 

data requirements for the study and the item and item response data that was selected 

for the study.  The basic methodology for the study is described in terms of three 

scenarios (item–rubric combinations) and two phases (development and testing) 

devised for this study that are used in subsequent chapters to analyse and compare the 

effect of the proposed rubrics on scoring process and results as compared to scoring 

with holistic rubrics. Chapter four also describes the important scoring protocol used 

for the scoring work undertaken as part of this study, and describes the research in 

terms of instruments, participants, and processes. The instruments include the items, 

prompts, passages, and holistic rubrics that form the baseline for this study of a new 
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framework for defining and evaluating rubrics. Data sources, respondents, and grader 

information are also described.  

Chapter 5 reviews the RDF framework and defines a preliminary RDF-based rubric 

for each scenario in three discrete scenarios. For each scenario, the holistic rubric is 

described, and a proposed new rubric is created using the RDF as a guide. After 

preliminary scoring with the RDF rubric, scoring results are presented and analysed in 

comparison with the original holistic scoring results for the same item responses. The 

RDF results are also analysed to identify potential challenges and ambiguities in the 

preliminary rubrics, issues are identified and specific adjustments to the rubric are 

proposed.  

For each of the three scenarios, Chapter 6 then applies the revised RDF rubrics to a 

larger number of item responses. The results of this scoring are again analysed in 

comparison to the earlier preliminary RDF scoring results and with the holistic scoring 

for these same items in the new, larger item response set. Differences in interrater 

reliability (IRR) and scoring outcomes are described. Implications for research 

questions including feedback, IRR, and scoring relative to holistic rubrics and the 

specific improvements made to the RDF in the development phase are discussed. 

Chapter 7 reviews the findings across the three scenarios and concludes the study with 

a discussion of the practical and theoretical implications and limitations of the study. 

Suggestions for further research and a summary of the conclusions follow.  
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Chapter 2 Literature Review 

This literature review focuses on three related topics that directly support this study: 

scoring for CR items generally; current issues and ideas for CT assessment; and 

research in the area of rubrics, rubric design, and related topics that are important to 

scoring and are related to rubric structure and use. These threads will all be tied 

together in support of the development of an RDF, which is the subject of Chapter 3. 

2.1 Constructed Response  

CR is a generic term for an assessment item type that requires an examinee to create 

or generate a response, rather than select from a set of predefined choices. Its most 

familiar forms include essay questions and short answers, for which the expected 

responses are a narrative passage or a word or phrase, respectively. The essential 

difference is that CR item responses are constructed or generated by the examinee, 

rather than selected from choices. SR and CR can come in many forms, but the 

canonical examples are the single-correct-answer multiple-choice and the essay 

question. As more fully developed in Bennett (1991, p. 4), CR items as a category can 

also include responses that are performed and so are ‘closely associated with 

performance and “authentic” assessment’.  

Myers (1980) focused on holistic scoring of essays and helped established the 

foundational procedures in CR scoring, such as the use of what Myers called anchors 

to define or illustrate different scoring categories. Myers also defined operational 

approaches to solving scoring decisions when competing factors are under 

consideration for a singular, holistic score. Myers addressed primary trait scoring, 

analytical scoring, and discourse scoring; in all cases he defined a group-oriented 

approach to the scoring task in a social context that encourages and supports 

consistency in rubric application. He documented collaborative scoring procedures 

that worked by building consensus among graders around anchor or prototype 

responses that exemplified quality levels for scores. He then defined processes 

whereby the group would use their consensus to help draw out the specific aspects of 

these exemplars that were useful in distinguishing different quality levels in the minds 

of his graders. This standardisation of operational procedures was credited with 
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enabling higher levels of IRR necessary for the use of CR items, albeit sparingly, in 

standardised assessment.2  

Myers’s (1980) work also established the importance of standardised procedures, 

instructions, exam context and environment, rules and test conditions, and 

anonymised response scoring. Exemplars and standardised procedures both remain 

relevant and important in CR scoring, including in this study, where I focus on the 

role of the rubric but do so within the context of CR scoring informed by these 

beneficial developments. 

Procedures for scoring written items that focused on the assessment of writing 

provided a foundation for more generalised procedures for scoring performance 

assessments, which entailed written work products that were designed to provide 

authentic evidence of what an examinee knows and can do. The first sentence of the 

preface to Baldwin, Fowles and Livingston (2005, p. i) stated that the guidelines it 

contains were designed for a broad range of assessments such as CT and AW, as they 

fall squarely into the category of ‘constructed-response questions, structured 

performance tasks, and other kinds of free-response assessments that ask the examinee 

to display certain skills and knowledge’. The guidelines for such scoring, like the 

earlier guidelines for scoring essays, attest to the rigour needed not just in defining 

what an assessment measures but also in the entire assessment enterprise, from 

defining the domain of knowledge and skills to be assessed to ensuring that an 

assessment is valid for its intended purpose. The concern for and emphasis on context, 

explicit enumeration of that is being measured, and concern for intended use all reflect 

the increasingly broad view of validity that holds true to this day.  

The work of Baldwin, Fowles and Livingston (2005) captured the progress of the next 

decade and a half. They focused on assessment planning, writing assessment 

specifications and scoring specifications, defining the tasks and scoring criteria, 

pretesting, scoring, and assessment administration, providing a thorough and 

 
2 As noted in Bejar (2017, pp. 583–584), the path to present practices is more complex. Large-scale use 
of CR in the mid-1990s revealed reliability problems with CR scoring that led to a return of focus on 
MCQ assessment in K–12 standardized assessment for a few years, until improvements in the next 
decade (such as those noted by Baldwin, Fowles and Livingston, 2005) helped re-establish the modest 
level of CR use seen to this day in these assessments. 
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comprehensive guide that built on the work of prior decades. The paragraphs that 

follow further delineate additional concerns that have become essential elements of 

CR assessment for performance tasks that include CT and AW. 

A major enhancement to standard assessment considerations highlighted by Baldwin, 

Fowles and Livingston’s (2005) CR guidelines is the focus on externally facing 

processes designed to create transparency and trust with stakeholders, ranging from 

educators and administrators to policy experts, parents, and students. The guidelines 

also standardised a set of terms: task, where others might use words such as items, 

assignments, prompts, questions, problem, or topic; response for the performance or 

work to be evaluated, including an essay or an extended answer; rubric for scoring 

criteria, scoring guide, rating scale, and descriptors—or any framework used to 

evaluate responses; and scorers for raters, markers, readers, and so on. With the 

exception that this study will use the terms scorers and raters interchangeably, this 

study uses these terms as defined here throughout. 

Baldwin, Fowles and Livingston’s (2005) CR guidelines also contained a sharp focus 

on planning and design for every aspect of an assessment, emphasising the importance 

of purpose and intended use, which are at the heart of a comprehensive view of 

validity. These guidelines noted that the domain (content and skills) to be assessed as 

part of the test specification is to be called out with precision and that the 

demographics of the target population for the test—including academic background, 

grade level, professional goals, and so on—are important factors in the design of any 

assessment. 

Similarly, assessment plans should address the need to collect validity evidence and 

ways to address issues of reliability (Baldwin, Fowles and Livingston, 2005). Validity 

needs to go beyond content coverage and include considerations of fairness and 

sufficient evidence of performance, including scoring that captures essential elements 

of performance. The test should also be delivered and experienced in a standardised 

way in every important aspect. Reliability appropriate for the test purpose also 

influences the number and range of tasks and the number of independent observations 

(independent scorers for each response). 
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Baldwin, Fowles and Livingston (2005, p. 3) noted also that  

a test taker’s score should be consistent over repeated assessments using 

different sets of tasks drawn from the specified domain. It should be consistent 

over evaluations made by different qualified scorers. Increasing the number of 

tasks taken by each test taker will improve the reliability of the total score with 

respect to different tasks. Increasing the number of scorers who contribute to 

each test taker’s score will improve the reliability of the total score with 

respect to different scorers. 

The major improvements to assessment specifications and scoring specifications for 

CR assessment, including those most relevant to the focus on CT assessment as more 

fully described in the next section, are shown in Figure 2-1.  

 
In ‘writing assessment specifications’: 

• The domain of knowledge and skills to be assessed should be precisely defined. 
• The relative weight to allot to each task, each content category, and each skill 

being assessed should be specified. Typically, the weights reflect the importance 
that content specialists place on the particular kinds of knowledge or skills that the 
assessment is designed to measure. In some cases, time on task or importance for 
the intended use might be major considerations of greater weight than proportion 
of time spent. 

 
In ‘writing of scoring specifications’: 

• This report identifies multiple approaches to response scoring and insists they be 
appropriate to the tasks and purpose of the assessment as a whole. It provides 
details on the use and appropriateness of holistic scoring, analytic scoring, and 
trait scoring.   

• For complex, multifaceted performance tasks such as argumentative writing or 
critical thinking, with clearly defined component competencies and skills to be 
assessed, the authors emphasize the use of a combination of holistic and analytic 
(or trait scoring) as most relevant. The discussion of such scoring is the most fully 
developed, and identifies design choices and considerations such as the selection 
and number of score categories; the importance of pilot testing sample tasks; and 
the importance of calling out the specific criteria to be considered used in 
formulating rubrics in a scoring guide, including performance attributes, features 
counts, and quality markers. 
§ In general, one should use as many score categories as scorers can consistently 

and meaningfully differentiate.  
§ The number of appropriate score categories varies according to the purpose of 

the assessment, the demands of the task, the scoring criteria, and the number 
of clear distinctions that can be made among the responses.  

 

Figure 2-1 Highlights of Assessments and Scoring Specifications 
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Note. Summarised from Baldwin, Fowles and Livingston (2005). 

 

The focus on CR assessment in academia and industry continues to improve CR item 

functioning, CR item scoring, and performance assessment used in educational 

assessment. McClellan (2010, p. 2) is another constructed response scoring primer that 

framed the challenge explicitly: ‘In order to have consistent and reliable CR scoring, 

each rater must understand and apply the scoring rubric to the examinee responses in 

the same way every time.’ Both of these guidelines reflected the emergence of a series 

of practices to monitor scoring quality as it happens toward achieving this goal. 

McClellan called for exemplars and benchmarking, back-scoring, double-scoring, and 

‘trend-scoring checks’ (p. 4). Exemplars for benchmarking or illustrating each quality 

level or score point on each measured trait or holistic score echo earlier developments 

in CR scoring. Within-year interrater agreement is actively measured; all papers 

should be scored by two graders, with discrepant results scored by a third grader. The 

exemplar responses can also be used to calibrate newly trained scorers or retrain 

scorers who show inconsistency or drift in their scoring work. Back-scoring reflects 

the practice of dedicating resources to rescoring some level of items from all scorers 

over time but includes scoring inspired by increases in discrepancy rates for particular 

scorers or scorers whose score distributions deviate from norms. Trend-scoring checks 

focus on the durability of items over time, ensuring that the items continue to perform 

the same way; they also pick up whether students’ interpretation of an item or graders’ 

decisions on scoring have shifted for reasons unrelated to the item itself.  

Finally, as further evidence of the degree to which these processes and procedures for 

holistic scoring for CR items reflect a dominant mainstream assessment approach, I 

note that they have also been standardised and adopted as standards by the National 

Center for Educational Statistics (2008) at the US Department of Education. The US 

Department of Education has published voluminous information on CR scoring for a 

broad range of national standardised educational assessments that address anchor 

papers, practice sets and qualifying sets for scorers, and procedures for training 

(trainers, supervisors, and scorers) and score monitoring (with back-scoring, 

calibration, trend-scoring checks, and within-year interrater agreement checks). 
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Most of these practices for CR scoring on standardised tests have been widely adopted 

over the last decade. Many of the tasks—calibration exercises, double-scoring, blind-

scoring, discrepant score recognition and referee scoring, scorer drift monitoring, and 

statistical monitoring and validation of both items and raters—are generally built into 

most modern distributed online scoring platforms that automate these procedures, 

including the dynamic and ongoing calibration operations. Economies result from 

allowing a fully centralised and controlled process to occur in a geographically 

distributed fashion. Scorer training, scorer calibration, and score monitoring routinely 

occur in standardised educational assessment at all levels, even as testing itself is 

moving in much of the developed world from paper and pencil to online activity. 

These benefits further contribute to the increasing consistency of human scoring for 

CR items with generic rubrics and category/holistic type scores. 

2.2 CT and AW Scoring 

2.2.1 CT assessment 

It has long been argued that MCQs address decontextualised knowledge and do not 

access the complex, higher order cognitive skills that are important for 21st-century 

jobs (Gulikers, Bastiaens and Kirschner, 2004). Some hold that the development of 

CT is the highest objective of science education (Adey and Shayer, 1994; Bailin, 

2002; Siegel, 1988). CT includes the ability to make valid inferences and logical 

deductions, analyse probabilities, recognise relationships, make predictions, and solve 

problems (Halpern, 2014; Pascarella and Terenzini, 2005). Proficiency in CT is 

associated with success in undergraduate education, improved life outcomes and 

decision-making, and a more active and engaged citizenship (Halpern, 2014). It is not 

surprising, then, that various stakeholders in education have long advocated a focus on 

CT skills in higher education (Association of American Colleges and Universities, 

2005; Facione, 1990; Kuhn, 1999). 

Interest in CT development and in CT as an important 21st-century skill has led to a 

greater need for CT assessment (Facione, 1990; Halpern, 2010; Lin, 2014). In recent 

years, general agreement has emerged about what CT is and how it can be recognised, 

described, and evaluated. The common view is that CT skills represent a horizontal or 

broad set of skills; as Butterworth and Thwaites (2013, p. 3) explained, ‘Critical 

thinking and problem solving are very broad skills, not bodies of knowledge to be 
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learned and repeated’. Assessments of CT skills such as the Collegiate Learning Exam 

Plus (CLA+) from the Council for Aid to Education (no date) or Cambridge 

Assessment’s (no date) Thinking Skills Assessment typically include a significant 

writing task that requires students to make a claim, support it with evidence and 

reasoning, and address counterarguments. 

Liu, Frankel and Roohr (2014, p. 3, Table 1; reproduced in part in Table 3-1) provided 

a comprehensive review of frameworks for defining CT and an examination of eight 

separate CT assessments. The tests cover a wide range of formats and organisations, 

with different tests stressing different themes, ideas, or aspects of thinking skills. They 

analysed the validity information from studies of these tests, which included analysis 

of the relationship between CT scores and other general cognitive assessments, and 

found moderate correlations with course grades, and with GPA, SAT, or GRE scores. 

They also analysed studies that considered CT scores as they correlated with negative 

life events, job performance, and other factors. As might be expected, they found that 

‘the quantity and quality of research support varied significantly among existing 

assessments’, but noted, ‘Common problems with existing assessments include 

insufficient evidence of distinct dimensionality, unreliable subscores, non-comparable 

test forms, and unclear evidence of differential validity across groups of test takers’ 

(Liu, Frankel and Roohr, 2014, p. 7).  

Liu, Frankel and Roohr (2014) also highlighted the tension in designing an assessment 

for CT that balances trade-offs between psychometric quality and authenticity. They 

framed this issue specifically in terms of ‘multiple-choice items vs. constructed 

response items’ (Liu, Frankel and Roohr, 2014, p. 4) and cited work from Lee et al. 

(2011) arguing that, in terms of testing time, MCQ items provide more information 

‘about what test takers know’ (Liu, Frankel and Roohr, 2014, p. 8) than CR items do. 

They noted that an earlier study (Wainer and Thissen, 1993, cited in Liu, Frankel and 

Roohr, 2014) found that scoring 10 CR items cost about $30 USD, whereas the cost of 

scoring MCQ items to achieve the same level of reliability cost $.01 USD.3 They also 

provided multiple citations of the high level of correlation between CR and MCQ item 

 
3 Liu, Frankel and Roohr (2014) is just a recent example from the literature and public assessment 
procurement data that document the cost and efficiency advantages of SR over CR items since they 
were introduced as a “new type of test” by Wood (1928).  
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approaches to measuring what is asserted to be the same constructs. But correlation 

does not prove that the same constructs are being measured—a key element of the 

arguments about SR versus CR going back to Wiggins (1990).With the best-case 

arguments for SR testing of CT as context, Liu, Frankel and Roohr acknowledged the 

inherent differences between the ability to recognise and the ability to generate. They 

concluded that ‘in the case of critical thinking, constructed response items could be a 

better proxy of real-world scenarios than multiple-choice items’ (Liu, Frankel and 

Roohr, 2014, p. 11). 

Having examined a broad range of types of CT assessment and identified strengths 

and weakness of existing assessments and challenges to CT assessment design, Liu, 

Frankel and Roohr (2014, pp. 15–16) identified key elements of future CT exams: 

• Evaluate evidence and its use. 

• Analyse and evaluate arguments/claims. 

• Understand implications and consequences (e.g., evaluate reasoning). 

• Develop sound and valid arguments (e.g., demonstrate reasoning). 

• Understand causation and explanation. 

 

Rather than attempt to choose the one best framework or add to the discussion of the 

rationales for varying approaches to CT scoring, I have selected two common 

subscores or dimensions (the ability to make a logical and clear claim, and the ability 

to support a claim with evidence) from the most common elements of CT scoring to 

serve as a focus for developing CT rubrics. The common thread through these key 

sources of insight into CT, as illustrated in the summary findings of Liu, Frankel and 

Roohr’s (2014) meta-analysis, is (a) the identification and use of evidence to support 

reasoning and (b) the ability to reason from evidence to sound conclusions. Said 

another way, in the meta-analysis referenced above (Liu, Frankel and Roohr, 2014, 

Table 3-1), three of the assessments identify claims, two identify evidence, and fully 9 

of the eleven assessments cite reasoning – which requires both evidence and a claim – 

as explicit CT aspects they assess. Therefore, the task of scoring a response to a CT 

challenge must, at a minimum, be able to recognise when evidence is cited to support 

claims and when claims or conclusions are articulated based on such evidence. For 

these reasons, this study has focused on the challenge of specifying rubrics to support 
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scoring based on valid claims and evidence in the text of responses that align with the 

expectations of CT item authors. 

2.2.2 AW assessment 

There is a close connection between AW practice and CT skills. For example, Liu, 

Frankel and Rohr (2014) contains a list of 11 contemporary CT assessments, 

summarised as Table 3-1 and discussed in Chapter 3 of this study.  This list is an 

update from the nine CT “standardized instruments” listed in Bers (2005, pg 17).  Bers 

(2005) list includes earlier versions of six of the assessments that are also included in 

Liu, Frankel and Rohr (2014). Significantly, while both lists included “analysis” or 

“reasoning” in the descriptions of nearly all the assessments (7 of 9 in Bers vs. 10 of 

11 in Liu, Frankel and Rohr), the latter (Liu, Frankel and Rohr, 2014) list included 

“argumentation” specifically for 7 of the 11 instruments described, where in (Bers, 

2005), only 3 of 9 mentioned argumentation explicitly, suggesting an increased 

recognition of the connection between argumentation specifically and critical thinking 

skills.   That said, a very good case is made for the CT-AW connection, and 

specifically for the use of AW to assess critical thinking, in Yeh (2001), and 

argumentation is not only listed in most of the assessments surveyed in (Liu, Frankel 

and Rohr, 2014), but featured in “possible assessment structural features” and the 

“possible tasks types” (pg 17, tables 5 and 6) as part of their key ideas for “next 

generation critical thinking assessment”. 

It is also true that the teaching of AW is closely related to teaching CT, as the two are 

often taught in tandem, as illustrated by the (US) National writing project4 and 

Programs for CT such as the offerings of Think CERCA for K125 education. 

Teaching AW focuses on teaching students to make claims, support claims with 

evidence and reasoning, address counterclaims, and so on. In this regard, the work of 

Toulmin (2003) informs much of the discourse on the value of AW in demonstrating 

and developing CT skills. The strength of the connection between the writing process 

and cognition was popularised by Zinsser (1988), but the strength of this connection in 

 
4 Examples include the (US) National Writing Project at http://www.nwp.org, and its California 
participants at http://writingproject.uci.edu, a structured program on Reading, Writing and Critical 
Thinking run at hundreds of institutions across the US. 
5 See also https://thinkcerca.com. 
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education, both for instructional and assessment purposes, was well developed and 

illuminated in the introduction to Chase (2011). Other works (Barnet, Bedau and 

O’Hara, 2008; Bean, 2011) explored the close connection between CT and 

argumentation; still others (Coirier, Andriessen and Chanquoy, 1999; Deane et al., 

2008) explored in detail the higher levels of cognition that underlie writing generally 

and, in the case of Coirier, Andriessen and Chanquoy (1999), argumentation 

specifically. 

In most cases, AW programmes explicitly teach the subject in the context of CT. 

Rubrics for AW assessment (Graduate Management Admissions Council, 2016; 

Smarter Balanced Assessment Consortium, 2014) and CT assessment (Council for 

Aid to Education, 2013; Facione, 1990; Zahner, 2013) often address claims and 

evidence, with criteria expressed in generic terms (e.g., scoring is based in part on the 

response’s success at making a claim and citing evidence). Such scoring leaves 

significant, content-specific judgements as to the right claims or the best (or even 

valid) evidence up to individual scorers to apply on a case-by-case basis to individual 

responses.  

2.3 Rubrics and CT 

In Myers (1980, p. 30), a work that sets out some best practices for CR scoring, the 

word rubric is parenthetically defined as ‘a list of criteria’ and further expanded upon 

as it applies to essay evaluation. Myers noted that the scoring criteria, the rubric, could 

be defined at the beginning of the training and scoring process if one were working 

with experienced readers. For inexperienced readers, Myers indicated that the best 

procedure is for a table leader to select exemplars or prototypes that define each score 

‘first, and let the rubric or list of features evolve from the discussion of the reasoning 

behind the scores’ (p. 31). Closer to the task of scoring CT and content-centred 

knowledge and skills, Baldwin, Fowles and Livingston (2005, p. 1) defined rubric as 

‘the scoring criteria, scoring guide, rating scale and descriptors, or other framework 

used to evaluate responses.’ 

One of the earliest and most cited works on rubrics for CR, ‘What’s Wrong—and 

What’s Right—With Rubrics’ (Popham, 1997) established the term rubric in the 

context of performance assessment and CR as providing the basis to judge the quality 
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of responses. This definition held that a rubric was composed of three constituent 

parts: evaluative criteria, quality definitions, and a scoring strategy. The first part of 

that definition, evaluative criteria, distinguishes acceptable responses from 

unacceptable ones; criteria can be specified with different or equal weights. The 

quality definitions specify the way each criterion quality level is distinguished from 

the others. The scoring strategy specifies if and how to aggregate the quality 

measurements for the different criteria into a score report. This definition works for 

both a single reported holistic score and for score reports focused on subscores based 

on specific individual or groups of evaluative criteria. The definition and its three 

elements were precisely defined in ways that encompassed a broad array of rubric 

types: holistic, analytic, and combinations such as trait scoring or scores with multiple 

measures, each with their own quality criteria and rating scale. 

In the discussion of what is right and wrong with rubrics for CR, Popham (1997) 

identified criteria as either too specific (Flaw 1) or excessively general (Flaw 2). This 

pair of concerns illustrates the difficulty of establishing scoring criteria that are at a 

useful and appropriate level of granularity—instructionally relevant, clear, and usable. 

Popham emphasised that the worst of the overly general criteria were those that 

attempted to distinguish between levels of quality by simply using gradations of good 

or bad adjectives (e.g., superior, skilled, competent, or unskilled in the ability to be 

measured); they provided no real guidance to how such distinctions can or should be 

made by the scorers (Popham, 1997, p. 4). 

Although the evaluative criteria for CT rubrics cited above are not expressed or shared 

in item content-specific terms, there is a clear consensus on the value of evidence and 

the importance of claims for scoring CT or AW skills. The rubrics for the CT aspect 

of the CLA+ exam used in the US (Council for Aid to Education, no date), the A-level 

Critical Thinking Exam in the UK (OCR, 2013), the BMAT Biomedical Admissions 

Test (Cambridge Assessment, 2018), and Cambridge Assessment’s (no date) Thinking 

Skills Assessment all include elements related to citing evidence and making claims.  

2.4 Kinds of Rubrics for Complex Cognitive Skills 

As discussed in the next section, Dawson’s (2017) taxonomy for describing the 

elements of rubrics in assessment acknowledges that rubrics are generally classified as 
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holistic or analytic, and as generic or task specific.  The analytic vs, holistic 

terminology is also used in describing rating scales, for similar reasons: analytic 

rubrics are expected to provide detailed criteria and may even be customized for the 

context and objectives of the assessment (Nordrum, Evans, and Gustafsson, 2013, pg. 

922) while holistic assessments explicitly assess a single unitary construct, at times by 

accessing multiple facets of the construct.  Between the “one score” of holistic scoring 

and the multiple sub-scores provided by analytic scoring, there are hybrid forms that 

can be described different ways.  Trait scoring is popular with writing assessment, and 

typically specifies different aspects (or evaluative criteria) of writing as independently 

scored qualities of writing, each with their own quality levels and level definitions. 

Some hybrids of trait and analytic scoring do not attempt to combine the individual 

traits into a single overarching score; others explicitly do and provide their weights for 

the various components for the overall score. 

Two hybrid scoring examples illustrate the complex possibilities employed in 

different high level cognitive assessments that informed the direction of this research.  

The first is the Critical Thinking Analytic Rubric (CTAR) at the heart of Saxton, 

Belanger and Becker (2012), and the other is Timmerman et al’s 2011 “Universal 

Rubric for Assessing Undergraduates’ Scientific Reasoning Skills” (Timmerman et al, 

2011).  

The CTAR study was built around a well-defined CT construct that was represented 

directly in the rubric developed for their proposed CT assessment. the authors devise 

an analytic rubric composed of six separate measures or “evaluative criteria” – 

interpretation, analysis, evaluation, inference, explanation and disposition – and for 

each of these, six quality levels.  Three of these evaluative criteria had three quality 

levels with three quality definitions each; the other three evaluative criteria had 2 

quality definitions for each of their six quality levels.  Altogether, this rubric worked 

as six distinct “holistic” scores, with quality level definitions relying on trait-specific 

holistic judgements of gradations in the evaluative criteria being assesses in relative 

terms characterized by descriptors that range on a scale such as “unwarranted, limited, 

acceptable but weak, reasonable, warranted and strong, clearly justifies and explains” 

and “no ability, inadequate ability, uneven ability, adequate ability, clear ability and 

confident ability”. 
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In short, the assessment relied on what were essentially six separate holistic measures, 

and particularly impressive was that with 30 and 115 students taking each of two 

forms of their test, they were able to achieve consistently high inter-rater reliability on 

all six traits or evaluative criteria with Cronbach’s Alpha scores of above 0.70 (and 

generally well above .80).  They also performed some limited blind “intra-rater 

testing” and achieved almost as favourable results.  A close examination of the details 

of their scoring, however, did suggest a paucity of high scores and the sort of strong 

tenancy of the scorers to score using a primarily cluster of 3 or 4 midrange scores on 

their six point scale, with very few 1, 5 or 6 scores on most traits on most forms. This 

reminded me of a study (Rudner, Garcia and Welch, 2006) that showed early GMAT 

scores (a graduate school admissions test of the Graduate Management Admissions 

Council) analytical writing assessment items had a score distribution such that 87% of 

the candidates received scores of 3, 4 or 5 on their six-point scale.  

The second study, the “Universal Rubric for Assessing Undergraduates’ Scientific 

Reasoning Skills”, while aiming for a “universal rubric”, was highly focused on the 

discourse elements and content categories reflected in the best scientific reporting.  

And in this major study, which evaluated and incorporated a comprehensive set of 

evaluative criteria collected from professional journal referee guidelines and other 

academic sources, the robust and comprehensive rubric results in fifteen discreet 

evaluative criteria in seven categories.  Each evaluative criteria had a common set of 

four quality levels: "not addressed; novice; intermediate; and proficient”.   The list of 

evaluative criteria by category was:  

1) Introduction (context; accuracy & relevance) 

2) Hypotheses (testable and considered alternatives, scientific merit) 

3) Methods (controls and replication; experimental design) 

4) Results (data selection; data presentation; statistical analysis) 

5) Discussion (conclusions based on data selected; alternative explanations; 

limitations of design; Significance of research) 

6) Primary use of Literature 

7) Writing Quality 

Most quality levels had 3 or 4 quality definitions. Reliability of individual 

measurements was generally good (between 0.67 and 0.85 with some stronger and 
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weaker measures), and the overall inter-rater reliability of a combine score that 

summed the traits was strong (0.85). 

Based on these two ambitious hybrid rubric models, and the significant complexity of 

the CT construct illustrated by the 32 variously described aspects of CT identified in 

various CT assessments and listed in Figure 3-2 in the next chapter, it was clear that a 

CT rubric grounded in item-specific and content-centric definitions would require a 

structured set of evaluative criteria, quality levels and quality definitions that would be 

central to an approach designed to provide feedback by connecting the rubric elements 

to the item response content.  Whether such a rubric is best described, in Dawson’s 

terminology, as simply a task / activity-specific analytic rubric, or a new kind of 

structured rubric, the task of defining a rubric design framework would need to at least 

accommodate these sorts of challenges and provide a straightforward mechanism for 

representing the details of the scoring criteria and strategy. 

2.5 Rubric Elements and Terminology 

For most of the last three decades, terminology and definitions in discussions about 

CR scoring and rubrics have been fluid and inconsistent. Fortunately, Dawson (2017, 

p. 348) published a paper ‘to provide a language to discuss rubrics. Rather than seek a 

homogenous definition for the term “rubric”, it provides a framework to map out the 

heterogeneity of potential rubric interventions.’ Dawson proposed that rubrics have at 

least 14 dimensions, including whether it is generic or item/task specific, and whether 

it is analytic or holistic. In this study I have embraced this work as a standardised set 

of terminology that I have adopted for describing the various aspects of rubrics 

themselves and for its comprehensive view of rubrics and their usage, which provides 

an excellent starting point for a rigorous and thorough review of possible rubrics for 

CR items to assess CT. 

 

Table 2- defines Dawson’s (2017) 14 dimensions or design elements, modified for 

simplicity and clarity from the referenced table, with the addition of notes that expand 

on the design element attributes. In the following chapter, each of these dimensions 

will be explored for relevance to the CT scoring challenges. 
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Table 2-1. Dawson’s 14 Rubric Dimensions 

Design element Note 

1. Specificity The use of generic claims or evidence factors vs. the use of 
item-specific factors related to content (e.g., enumerate 
specific pieces of evidence vs. call for ‘sufficient’ evidence) 

2. Secrecy Whom the rubric is shared with and when it is released 

3. Exemplars Work samples provided to illustrate quality (at each score 
point or level) 

4. Scoring strategy Procedures used to arrive at marks or grades 

5. Evaluative criteria Overall attributes required of the student (e.g., what is 
considered unscorable or nonresponsive) 

6. Quality levels The number and type of levels of quality for each evaluative 
criterion 

7. Quality definitions Explanations of attributes that distinguish different levels of 
quality for each evaluative criterion 

8. Judgement 

complexity 

The evaluative expertise required of users of the rubric 
(including scorers) 

9. Users and uses Who makes use of the rubric and to what end 

10. Creators The designers of the rubric 

11. Quality processes Approaches to ensure the reliability and validity of the 
rubric 

12. Accompanying 

feedback information 

Comments, annotation, or other notes on student 
performance 

13. Presentation How the information in the rubric is displayed 
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Design element Note 

14. Explanation Instructions or other additional information provided to 
users 

Note. From Dawson (2017, p. 357, Table 1). 

 

2.6 Summary and Relevance 

This chapter has provided context for my research, which focuses on the use of CR 

items in CT assessment, by exploring existing standards and approaches to CR scoring 

and the challenges inherent in these approaches (e.g. the tension between reliability 

and useful feedback); by elaborating existing approaches to CT and AW scoring, and 

associated concerns of CT and AW assessment and scoring in particular; and by 

reviewing a comprehensive framework for discussing rubrics and their various 

aspects. Using the terminology from Dawson’s (2017) framework and focusing on the 

CT and AW scoring challenges, the next chapter introduces a model of scorer 

cognition that ties elements of rubric design to the goals of improved scoring with 

feedback and reliability. The RDF, as articulated in the next chapter, is proposed as a 

way to guide the development of CT rubrics for CT by providing criteria for the 

various dimensions on which rubrics are constructed. With rubrics so constructed, and 

when applied with a clearly articulated scoring strategy, my goal is an improvement in 

both feedback and reliability for CT assessments in practical contexts.  
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Chapter 3 Development of an RDF 

3.1 A Theoretical Model of Scoring 

There is a broad consensus that CR assessment, compared to multiple-choice exams, 

is more authentic when it makes cognitive demands in a context that reflects closely 

the knowledge and application for which they are being evaluated (Frey, Schmitt and 

Allen, 2012). It can assess higher order cognition (Liu, Frankel and Roohr, 2014) and 

also evaluate the specific content of a response (Zhang, 2013). Content-specific 

rubrics are necessary if an assessment is to drive actionable feedback, as scoring that 

connects response elements to rubric requirements can be used to focus student and 

instructor alike on particular gaps in understanding and pedagogy to address specific 

issues. 

Starting with the idea that better scoring could be informed by a thoughtful approach 

to how scoring actually works, I investigated scorer cognition models and found a 

model that described human scoring of performance tasks in terms of key data 

structures and key processes that used those data structures (Wolfe, 1997). The 

purpose of this study was to better articulate the relationship between scorer cognition 

and scoring accuracy. Although Wolfe (1997) was particularly looking at the 

possibility of improving human scoring with better scorer training that reflected this 

model of cognition, I recognised that this model could be useful in improving 

outcomes of CR assessment by using it as a basis for expressing rubrics that spoke 

directly to this underlying model of scoring. The remainder of this chapter develops an 

RDF specific to scoring CT and AW challenges as a subset of possible CR items by 

combining this idea with the particular goals and objectives of CT scoring and 

informing that approach to rubrics with the elements of rubric design as described by 

Dawson (2017).  

From Wolfe (1997), I focused on the scoring cognition model composed of two 

components: knowledge representation and processing actions. An overview of this 

model is shown in Figure 3-1. The knowledge structures on which Wolfe’s model 

operates translate directly as the written response and the item author’s rubric. The 

key ‘framework of scoring’ shown in the middle column of Figure 3-1 identifies the 

primary work of scoring as actions—interpretation, evaluation, justification, and 

documentation—that need to be guided by the rubric. In this view, scoring is the 
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process by which the rubric is applied to the item response by being interpreted and 

evaluated against the response content. Results of this process should therefore 

include detailed associations between the scoring decisions called for by the rubric 

and specific parts of the response elements being scored. If the rubrics can lead to the 

establishment, recording, and reporting of these associations, then they can be 

included in score reports to document the scoring results and provide explicit 

justification for the score.  

Figure 3-1. Expanded Model of Scorer Cognition  

 
Note. Adapted from Wolfe (1997, p. 25) 

 

Furthermore, when an item-specific rubric is being applied during this scoring process 

to an item response, following this model’s actions—of interpretation, evaluation, 

justification and documentation—the scorer is clearly obligated to annotate an element 

of the response where an element of the rubric has been satisfied. Such annotations, if 
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efficiently made and correctly captured in student feedback, seem an excellent source 

of detailed and nuanced feedback that is one of the goals of the design framework.  

3.2 CT and AW Scoring Goals and Objectives 

The focus of this research is an RDF for CT assessment with a goal of useful 

feedback, nuanced and detailed scoring, explicit rationales for scoring outcomes, and 

better IRR. This section describes how these goals and the results of many studies of 

rubrics and their utility, effectiveness, and other effects on teaching and learning 

collectively inform the development of my RDF. 

Jonsson and Svingby (2007) undertook a meta-analysis of 75 studies of rubrics for 

performance assessment to determine whether specific benefits from scoring rubrics 

(more reliable scoring, more valid judgements of performance quality, and greater 

promotion of learning) could be discerned. In the era covered by their study, even the 

word rubric was considered confusing or no more than a simple set of scoring rules 

(Hafner and Hafner, 2003, as cited in Jonsson and Svingby, 2007, p. 131). Rubrics 

were generally either holistic or analytic, when this meant either a single overall score 

or one score for each dimension under measurement. Jonsson and Svingby’s primary 

findings were as follows: 

• Rubrics enhance reliability of scoring for performance assessment; both 

exemplars (of quality levels) and scorer training in the use of the rubric are 

helpful. 

• Rubrics (generic, holistic, or trait-level) do not enhance judgement validity 

but using a comprehensive framework of validity to evaluate the rubric 

facilitates valid assessment. 

• Rubrics ‘seem to have the potential of promoting learning and/or 

improving instruction. The main reason for this . . . is that rubrics make 

expectations and criteria explicit which also facilitates feedback and self-

assessment’ (Jonsson and Svingby, 2007, p. 141). 

 

The implications of each of these findings for my RDF are described in the paragraphs 

that follow. 
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3.2.1 Rubric design can enhance scoring reliability 

Jonsson and Svingby (2007, p. 131) were investigating evidence for  

the widely cited effect of rubric use . . . [being the source of] the increased 

consistency of judgment when assessing performance and authentic tasks. 

Rubrics are assumed to enhance the consistency of scoring across students, 

assignments, as well as between different raters.  

They did find that IRR and scoring consistency were improved by the use of 

benchmarks, anchor papers, or other exemplars to distinguish quality levels. Further, 

rater training improved agreement, and ‘topic-specific rubrics are likely to produce 

more generalisable and dependable scores than generic rubrics’ (Jonsson and Svingby, 

2007, p. 135). 

These insights have direct implications for factors that could contribute to effective 

rubrics, which share these goals of rater consistency and reliability. The use of 

exemplars, which provide concrete examples that tell ‘both instructor and student 

what is considered important and what to look for when assessing’ (Jonsson and 

Svingby, 2007, p. 131), adds to the information about quality levels in a way that has 

already been translated into a form directly relevant to the representation of the 

student’s work. This suggests that rubrics that provide specific guidance for the work 

being measured, not just in a generic or topic-level relevant descriptive form but 

content-specific response expectation as guidance for quality discrimination, could 

provide even further improvements in scoring reliability. 

The improvement in scorer reliability from scorer training and the improvement of 

topic-specific rubrics over holistic ones also suggest that a rubric evaluation 

framework should favour more specific examples over general ones. In the same way, 

assessment studies have also shown that difficulty in attaining scorer consistency 

increases when quality levels are defined using generic qualifiers and quantifiers on a 

feature scale (e.g., for degree of evidentiary support, defining quality levels merely by 

generic qualifiers such as minimal, some, most important, comprehensive, etc.). 

Brindley (1991) and Alderson (1991) criticised use of such qualifiers as ambiguous 

and imprecise by providing scorers with insufficient information to consistently judge 
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language ability. More and better information about what signals quality levels in the 

context of a specific item, as unambiguously and specifically as possible, is an 

important aspect for my RDF to capture.  

3.2.2 Rubric design can contribute to assessment validity  

The meta-study by Jonsson and Svingby (2007) concluded that rubrics by themselves, 

based on their structure and content, could not make scoring more valid than scoring 

without a rubric. They explained that a rubric’s real value for an assessment’s validity 

flows from full consideration of the various facets of validity that make up the whole. 

A rubric’s content, structure, and focus, in terms of subject matter content and 

necessary cognitive processes, can contribute to overall assessment validity by 

reflecting the thought processes and domain understanding relevant to the knowledge 

and skills being measured. When the scoring structure, criteria, and the rubric itself 

are consistent with the theory of the construct, the structural aspect of construct 

validity is more clearly supported.  

For a CR rubric operating in the CT domain, the structure, content, and criteria should 

all reflect the priorities of the CT construct. Further, as my form of CT assessment is 

intended to support (and indeed, be) instruction, so my design goal of enabling 

feedback by tying rubric elements to response content provides direct support to the 

consequential aspect of validity. My RDF must explicitly address the importance of 

the intended use of the assessment as expressed in the rubric and ensure that value 

implications and consequential validity are addressed as part of rubric design.  

Most of the studies discussed in Jonsson and Svingby’s (2007) meta-analysis that 

addressed validity dealt with external validity. External validity is a near-universal 

element of any valid assessment; it would apply equally well to a CT assessment built 

around CR items and to my CT-focused RDF. 

3.2.3 Rubrics can promote learning and help inform instruction 

Jonsson and Svingby (2007, p. 139) concluded that ‘the use of rubrics promoted 

learning and/or improved instruction, at least as a perception of the students and 

teachers using them’. They found that this benefit was largely the result of making 

expectations and criteria explicit; it was further facilitated by the ready availability of 
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feedback and the potential for self-assessment. A key goal of my RDF is to enable 

detailed feedback based on explicit and delineated criteria and detailed expectations. 

This harmonious alignment of goals and benefits from rubrics generally is not by 

chance; it is the benefit of high-level feedback enabled by item-specific, content-

centric rubrics that inspires a RDF that will enable detailed feedback based on more 

rigorous and purpose-designed rubrics that motivate much of this work. My goal is an 

RDF that can preserve full transparency in rubric structure and design and deliver 

detailed and nuanced feedback to enable learning, justify scores, and achieve fairness 

and utility. To that end, my RDF leverages the strengths of generic rubrics without 

compromising necessary transparency or exam efficiency and fairness. This entails 

rubrics that have high-level attributes to communicate to students, educators, and 

other stakeholders that are public and useful to guide exam use as well as study and 

instruction. It also requires rubrics to have attributes that are not shared in advance but 

are specific to the exam content, such as which specific pieces of evidence are most 

expected, their relative value, and the full breadth of evidence that might be relevant. 

These hidden rubric details will be revealed either directly or by reflection in the exam 

feedback, which will contribute to the already complex nature of the security around 

large-scale assessments but be less of a concern in formative and classroom-based 

settings. 

3.3 Rubric Design Elements for CT Assessment  

With a solid working model of how CR scoring can work in CT assessment, a review 

of the broad range of critical goals for CT assessment and rubric design, and lessons 

learned from scoring with holistic and generic rubrics, I now examine the full range of 

the Dawson (2017) rubric elements framework to identify those elements critical to an 

RDF for scoring CR items for CT assessment. In the paragraphs that follow, each 

design element in Dawson’s (2017) taxonomy of design elements is considered for its 

relevance to the task of scoring CR items for CT assessment. In these sections I 

identify which elements and which of their aspects are most relevant to the needs of 

CT scoring of CR items; factors for use in my RDF are identified and discussed. 

These elements are then be pulled together in a proposed RDF in the section that 

follows.  
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3.3.1 Specificity 

Specificity is defined as the particular object of assessment, which Dawson (2017) 

noted can be described in a generic or task-specific way, while acknowledging that 

these are best seen as points on a continuum. The specific examples cited—the work 

of Tierney and Simon (2004) on consistency of performance criteria across scale 

levels and of Timmerman et al. (2011) on the development of a universal rubric for 

scientific writing—clarify the context, which is to distinguish consideration of holistic 

rubrics (a single metric to characterise a complex criteria) from task-specific criteria. 

Although task-specific rubrics can focus assessment on specific aspects of a task (e.g., 

quality of the hypothesis in a scientific paper, use of evidence), the evaluation for the 

quality levels even on these task-specific rubrics are generic by design. That is, they 

do not include item-specific criteria or definitions but rather are written to apply to 

many possible tasks or assignments (e.g., a scientific report describing the results of a 

research effort). 

In an RDF for CT, rubrics for complex constructs like scientific writing or CT skills 

should serve two distinct purposes. First, they need to clearly convey the aspects of a 

construct that are addressed by an assessment and provide clarity around the relative 

value or importance of the construct dimensions being measured. This communicates 

the intentions of the assessment, allowing the results to be used in an appropriate 

fashion, and conveys a common understanding for assessor and assessees of the scope 

and focus of an assessment. This is important for complex, multidimensional 

constructs, where an exam might choose to focus only on part of a construct. For CT 

in particular, where many potential evaluative criteria or scoring dimensions might 

exist, transparency around the specific focus of the CT construct being measured in a 

specific assessment is necessary to insure alignment of graders, fairness to students, 

and validity of feedback.  

Liu, Frankel and Roohr (2014, Table 2, pp. 5–6) found that different CT assessments 

focus on different dimensions of the CT construct, and some assessments weigh some 

aspects of CT skills more heavily than others. In CR scoring in particular, CT exams 

should be clear on how presentation and communication skills are weighted (if at all) 

and the role that (for example) observing the standards and conventions of written 

English, or of the fluidity of argumentation as compared to the weight and importance 
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of using evidence well, or making/supporting the correct claim. The meaning of the 

performance of an English as Second Language student on a CT exam could be 

heavily influenced by such factors. Language issues aside, exams that attempt to 

recognise and measure specific CT-related skills and report on such dimensions as the 

ability to synthesise information from different sources, critically assess the quality of 

evidence, or recognise and address counterarguments should reflect these priorities 

and their relative importance in their rubric. 

Second, the rubrics for complex constructs should provide item-specific guidance for 

graders. Just as task-specific rubrics improve reliability and interrater consistency 

(Jonsson and Svingby, 2007; Myers, 1980; National Center for Education Statistics, 

2008; Timmerman et al., 2010) and topic-specific rubrics improve scoring consistency 

(DeRemer, 1998; Marzano, 2002), an item-specific, content-centric rubric will 

improve IRR by standardising judgements about quality levels in terms specific to the 

item content directly in the rubric itself. The intention is to limit the scope of 

individual judgement variability (e.g., about the relative value of evidence, or what 

constitutes sufficient or the most important evidence as articulated in generic rubrics).  

Therefore, specificity as discussed in Dawson (2017) takes on more complexity in my 

proposed RDF, as it requires both generalisability (to set out the high-level concerns 

of the rubric, including the specific dimensions of the CT construct of concern, and 

their relative priority) and item content level specificity (to facilitate, standardise, and 

make explicit how an item addresses the CT construct elements). My RDF values 

highly both elements of definition in the best possible rubrics. Given that topic- and 

task-specific rubrics improve consistency even more when illustrated in detail with 

exemplars or a range of examples (Jonsson and Svingby, 2007), the combination of 

high-level scoring direction and detailed scoring specification complicates the 

question of how much and when the details of a rubric can and should be shared with 

students and others. This is described more fully in the next element of rubric 

consideration: secrecy. 

3.3.2 Secrecy 

Rubrics that are generic and not addressed to the specifics of an actual assessment 

item but convey what is to be measured and (in some cases) the criteria that will be 
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applied to a work product or examinee performance are considered useful on a wide 

range of dimensions. As Jonsson and Svingby (2007) argued, the communication of 

rubrics for complex constructs can enhance assessment validity and support learning. 

Simply creating a shared understanding of what is being measured and how it is being 

measured supports external, social, and consequential aspects of validity (Messick, 

1994, 1995) by providing shared context for the use of assessment results—

heightening perceptions of fairness and supporting a perspective of assessment as 

learning. 

As my RDF supports instructional, assessment, and learning purposes, it specifies 

aspects of rubric evaluation that are at cross-purposes. CR items, unlike SR items, 

require students to generate their own responses rather than selecting them from pre-

existing choices. But if scoring criteria are provided to examinees in advance, this 

may jeopardise the integrity of the exam. These two aspects of a rubric—the high-

level definitions and the low-level scoring details, which satisfy distinct aspects of the 

rubric requirements—mean that my framework has two distinct parts, each with a 

different valence in the area of secrecy. 

The RDF requires clear specification of what aspects of the CT are being measured, 

how the measurements are determined, and what quality levels convey explicit criteria 

and implicit indicators of scale and granularity. This aspect of the rubric specification 

broadly communicates the purpose, intent, and function of the assessment, fostering 

validity, fairness, and educational goals that are broad and general. 

At the same time, the RDF calls for rubric elements that are detailed, content centred, 

and item specific to enable feedback, more reliable scoring, and the ‘assessment as 

education’ that comprehensive feedback can create. Such detailed rubric content, if 

known in advance to the testing population, would nullify the effectiveness of the 

assessment instrument. With comprehensive feedback and information from an item 

author about the quality and correctness of responses available prior to the assessment 

experience, learners would benefit from the material in ways that would necessarily 

affect their response. 
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Thus, rubrics should include two components. One is a clear and shared articulation of 

the aspects of the CT construct that are being measured, including a description of the 

nature and scale along which the dimensions will be measured. The other is a secret 

set of item-specific rubric information used by graders and authored by the item 

writer. This information is the basis for detailed scoring decisions and the source of 

material used to provide comprehensive feedback to those being assessed.  

A further implication of this RDF is that assessment providers could construct 

different assessments for different purposes. Assessments for sorting, placement, 

competency qualification, or other purposes that do not include providing a learning 

experience or maximising what a student can learn from an exam might choose a more 

circumscribed score report, keeping quality indicators and potential feedback to 

examinees secret to allow continued use of a CR assessment of CT.  

In this study my priority is for assessment as learning, including the many formative 

assessment scenarios in which a comprehensive score report fully realises the learning 

potential of the assessment experience for teachers and students alike. At least one 

author has found evidence that too much specificity in evaluation criteria for 

performance assessment can have unintended and negative consequences. Torrance 

(2007) warned that criteria compliance could become an instrumental, box-checking 

exercise that replaced genuine learning from assessment. One way to prevent this, 

suggested by the work of Lazer et al. (2010), is to include a broad range of items and 

assessments with variability in their design and execution, focusing on different 

aspects of a single more complex construct. Reliable, learning-enabled assessment of 

complex competencies, with tasks that practically and cognitively reflect the 

knowledge and skills being measured in real-world contexts, has been widely adopted 

in postsecondary vocational education, suggesting increased recognition of value in 

education-as-learning (Torrance, 2007). 

3.3.3 Exemplars 

Exemplars or work samples that are provided to illustrate quality levels are helpful in 

improving reliability in assessment of complex cognitive capabilities (Tierney and 

Simon, 2004). The value of such anchor papers or range-finders has been a common 

element of CR scoring for decades (Baldwin, Fowles and Livingston, 2005; 
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McClellan, 2010; Myers, 1980). Examples of how judgements across a range of as 

many as eight factors are collapsed into a single holistic score or trait quality measure 

are designed to ensure consistency of measurement among raters. When CR was first 

tried in large-scale assessment, the social work of collaboration (where groups of 

raters would review the anchor papers together and discuss the distinguishing aspects 

of scores at each quality level) was seen as instrumental in achieving acceptable levels 

of IRR (Myers, 1980).  

Cumming, Kantor and Powers (2002, p. 68), noted challenges to holistic scoring: 

Holistic rating scales can conflate many of the complex traits and variables 

that human judges . . . perceive . . . into a few simple scale points, rendering 

the meaning or significance of the judges’ assessments in a form that many 

feel is either superficial or difficult to interpret.  

The conflation of such scoring information into a point on a scale can have the effect 

that Bejar (2017, p. 573) summarised succinctly: ‘There is a price for the increased 

interreader agreement made possible by holistic scoring, namely that we cannot 

document the mental process that scorers are using to arrive at a score’. It is this lack 

of information, the hidden working of the scoring process itself, that removes useful 

and nuanced feedback from what is made available to the student. 

My RDF must ensure that the traceability between score outcomes and response text 

interpreted by the rater is captured and stored and persists so that feedback is possible 

and scoring decisions can reveal insights that inform instruction or speak to the 

student in ways that outcomes alone cannot. The rubric evaluation criteria ensure this 

traceability by requiring that decision criteria relevant to rating decisions are 

themselves represented in the rubric (e.g., What is the correct claim? Which evidence 

is the most important?). This content-to-scoring association that must be captured is 

what requires rubrics to be more content centred, item specific, and content based and 

is a crucial element of my approach to scoring that addresses the concerns of this 

research.  
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It is these item-specific, content-based aspects of the rubric expression in this RDF 

that assessment providers will need to shield from student view prior to exam 

administration. After assessment, the reports and information provided could take full 

advantage of these data and provide detailed feedback and rationales for grading 

decisions, with clear indications of what response elements could be improved. 

3.3.4 Scoring strategy 

The scoring strategy, as described by Dawson (2017), is taken from Popham’s (1997) 

three essential features: scoring strategy, evaluative criteria, and quality definitions. In 

this framing, the scoring strategy is the overarching mechanism that defines the score, 

built up on the basis of the evaluative criteria and associated quality definitions. 

The multidimensional nature and differing views and interpretations of the CT 

construct are reflected in the variety of dimensions and subscores reviewed in Liu, 

Frankel and Rohr (2014). 

Table 3-1 summarises 10 assessments from Liu, Frankel and Rohr to highlight the 

number and kind of dimensions these CT exams used in their definition and reporting. 

The number of CT dimensions measured for these assessments varied from three to 

seven.   

 

Table 3-1. Ten Critical Thinking (CT) Assessments and Their Scoring Strategies 

Assessment Vendor Scales Scoring strategy/structure 

California Critical 
Thinking 
Disposition 
Inventory (Facione, 
Facione and 
Sanchez, 1994) 

Insight 
Assessment 
(California 
Academic 
Press) 

7 Truth-seeking, open-mindedness, 
analyticity, systematicity, confidence in 
reasoning, inquisitiveness, and maturity 
of judgement.  

California Critical 
Thinking Skills 
Test (Facione, 
1990a) 

Insight 
Assessment 
(California 
Academic 
Press) 

6 Returns scores on the following scales: 
Analysis, Evaluation, Inference, 
Deduction, Induction, and Overall 
Reasoning Skills.  
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Assessment Vendor Scales Scoring strategy/structure 
California Measure 
of Mental 
Motivation (Insight 
Assessment, 2013) 

Insight 
Assessment 
(California 
Academic 
Press)  

5 Measures and reports scores on the 
following areas: learning orientation, 
creative problem-solving, cognitive 
integrity, scholarly rigour, and 
technological orientation. 

Collegiate 
Assessment of 
Academic 
Proficiency 
(CAAP) Critical 
Thinking (CAAP 
Program 
Management, 2012) 

ACT 3 Measures students’ skills in analysing 
elements of an argument, evaluating an 
argument, and extending arguments.  

Collegiate Learning 
Assessment+ 
(CLA+; Zahner, 
2013) 

Council for 
Aid to 
Education  

4 CT 
plus 2 
writing 

The CLA+ Performance Tasks measure 
higher order skills including analysis and 
problem-solving, writing effectiveness, 
and writing mechanics. The multiple-
choice items assess scientific and 
quantitative reasoning, critical reading 
and evaluation, and critiquing an 
argument. 

Cornell Critical 
Thinking Test (The 
Critical Thinking 
Co., 2014) 

The Critical 
Thinking 
Co.  

4 Level X is intended for students in 
Grades 5–12+ and measures the 
following skills: induction, deduction, 
credibility, and identification of 
assumptions. 

  7 Level Z is intended for students in Grades 
11–12+ and measures the following 
skills: induction, deduction, credibility, 
identification of assumptions, semantics, 
definition, and prediction in planning 
experiments. 

Ennis–Weir Critical 
Thinking Essay 
Test (Ennis and 
Weir, 1985) 

Midwest 
Publications 

6 This assessment measures the following 
areas of the CT competence: getting the 
point, seeing reasons and assumptions, 
stating one’s point, offering good reasons, 
seeing other possibilities, and responding 
appropriately to and/or avoiding 
argument weaknesses. 

ETS Proficiency 
Profile Critical 
Thinking (ETS, 
2010) 

ETS 4 The CT component of this test measures a 
student’s ability to distinguish between 
rhetoric and argumentation in a piece of 
nonfiction prose, recognise assumptions 
and the best hypothesis to account for 
information presented, infer and interpret 
a relationship between variables, and 
draw valid conclusions based on 
information presented. 

Halpern Critical 
Thinking 
Assessment 
(Halpern, 2010) 

Schuhfried 
Publishing  

5 This test measures five CT subskills: 
verbal reasoning, argument and analysis, 
skills in thinking as hypothesis testing, 
using likelihood and uncertainty, and 
decision-making and problem-solving. 
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Assessment Vendor Scales Scoring strategy/structure 
Watson–Glaser 
Critical Thinking 
Appraisal tool 
(Watson and 
Glaser, 2008a, 
2008b)  

Pearson 5 Composed of five tests: inference, 
recognition of assumptions, deduction, 
interpretation, and evaluation of 
arguments. Although there are five tests, 
only the total score is reported.  

Watson–Glaser II 
(Watson and 
Glaser, 2010) 

Pearson 3 Measures and provides interpretable 
subscores for three CT abilities/skill 
domains: recognise assumptions, evaluate 
arguments, and draw conclusions. 

Note. Adapted from Liu, Frankel and Rohr (2014, pp. 5–7, Table 2). 

 
The complex nature of the CT construct motivates assessment providers to offer 

multiple subscales and report subscale scores. The goal is to provide detailed 

information about the examinees’ CT skills and demonstrated competencies. Liu, 

Frankel and Rohr (2014) noted that significant studies showed limited support for 

distinctive measurements and low reliability for the subscores offered.  

To support the potential of reporting useful subscores based on specific aspects of a 

CT challenge related to specific content in an item, the RDF should expect CT item 

rubrics to have a scoring strategy composed of the following elements to support the 

various needs reflected in existing assessments. 

• Support for one or more subscales such that 

o each subscale has a distinct description of the ability or skill associated 

with the aspect or dimension of the CT construct that it is intended to 

reflect; 

o each subscale has an explicit contribution to the overall scale score 

expressed in terms of its relative weight (either a fraction of the overall 

score or relative weight as compared to the other subscores); and 

o each point on each subscale has a descriptor associated with a distinct 

level of quality for that dimension. 

• A single, overall CT assessment scale score based on the sum of the 

weighted contributions for each of the one or more defined subscales.  

• Optionally, a scoring strategy may seek to transpose the overall score from 

the raw, sum-of-the-weighted-subscale score values to some other final 
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scaled score. The translation between the raw, weighted subscale scores to 

a final scaled score could transpose scores on a small range to a larger 

scale (e.g., translate a scale with 61 points to a score between 200 and 800, 

rounded to 10s) or from a larger, fine-grain score (e.g., 0 to 23, grouped 

into values between 0 and 3 based on a detailed analysis of the distribution 

of raw scaled scores and other internal and external evidence or factors). 

 

Dawson’s (2017) scoring strategy element includes not only how scores are defined 

and calculated but also the procedures, rules, and processes around how scores are 

obtained (human scoring, automated, or other mechanism); the number of scorers for 

each response or performance; and how differences in scoring judgements are 

adjudicated to arrive at a final score. The proposed RDF includes scoring strategy 

factors as an explicit part of the rubric design; all scoring procedures and processes 

should be defined to enhance and support the validity and reliability of the exam with 

its congruence to the other design elements of the CT RDF. 

3.3.5 Evaluative criteria  

Dawson (2017) defined the evaluative criteria as the criteria used to distinguish 

acceptable responses from unacceptable responses. In the case of CT assessment, the 

criteria for scoring are focused on the explicit definition of the elements of the 

construct being measured and the subscale scores defined to reflect particular levels of 

achievement for the constituent competencies defined. As shown in Table 3-1, no two 

CT assessments use exactly the same criteria or define the same subscale scores. 

The RDF for CT assessment recognises the CT construct as a multidimensional 

construct representing a complex and interrelated set of cognitive processes. 

Evaluative criteria are required but could range from singular (solving problems) to 

multifaceted (use evidence, reasoning, and argumentation to support or challenge a 

claim). As seen in just 10 different CT assessments analysed in Liu, Frankel and Rohr 

(2014), potential CT evaluative criteria can vary greatly in kind and number. Figure 

3-2 collects the various evaluative criteria for the various studies in Liu, Frankel and 

Rohr (2014) to illustrate the range of those assessments. 
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Figure 3-2 Examples of CT Evaluative Criteria 

1. Inductive reasoning 
2. Deductive reasoning 
3. Credibility assessment 
4. Assumption identification 
5. Understanding semantics 
6. Understanding definitions 
7. Prediction in planning experiments 
8. Getting the point 
9. Seeing reasons  
10. Seeing/recognising assumptions 
11. Stating a point 
12. Offering good reasons 
13. Seeing other possibilities 
14. Avoiding weak arguments 
15. Responding appropriately 

16. Distinguish rhetoric from 
argumentation 

17. Recognise assumptions 
18. Recognise the best hypothesis 
19. Infer relationships between variables 
20. Interpret relationships between 

variables 
21. Draw valid conclusions 
22. Verbal reasoning skills 
23. Argument and analysis skills 
24. Skills in thinking as hypothesis testing 
25. Using likelihood and uncertainty 
26. Decision-making skills 
27. Problem-solving skills 
28. Interpretation of evidence 
29. Evaluation of arguments 
30. Interpretation of arguments 

Note. From 10 critical thinking (CT) assessments reviewed in Liu, Frankel and Rohr 

(2014). 

 

The scoring strategy element of the RDF for CT is defined to be congruent with this 

evaluative criteria element and with the quality level and quality definition elements 

that follow. That is, rubrics have both high-level elements that define the fundamental 

parameters of the rubric and low-level elements that define the details of quality 

definitions and evaluative criteria and quality descriptors.  

3.3.6 Quality levels 

CT assessments in the RDF are required to define evaluative criteria, as described 

above. For each such evaluative criterion, a distinct set of quality levels should be 

defined. The number and type of quality levels defined are reflected in the scoring 

strategy and evaluative criteria defined above and establish the basis for the quality 

definitions used to distinguish the criteria on the defined scale, in terms that allow 

qualified scorers to consistently measure responses along a given evaluative criterion, 

as defined in the element that follows. 
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3.3.7 Quality definitions 

I note here the interrelationship between scoring strategy, evaluative criteria, quality 

levels and qualify definitions. As Dawson (2017, p. 354) explained, 

When a rubric is shown as a table, each quality definition typically occupies 

one cell and represents a particular evaluative criterion at a particular quality 

level. Rubric users rely on these to inform judgements about quality, and they 

are often used as a way to explain what a particular evaluative criterion looks 

like at a particular level. 

The central role of good quality level definitions in assessment design is 

acknowledged in Popham (1997) and called out explicitly in Dawson (2017) as well. 

Popham noted that good assessment design requires that quality definitions provide 

sufficiently specific guidance to enable graders to make consistent and meaningful 

distinctions between criteria for different quality definitions. Although this operational 

definition of criteria for good quality definitions is straightforward, Sadler (2009), like 

Dawson (2017), noted the significant interplay between the degree of specificity in the 

quality definitions and the importance of strength of rater expertise or judgement 

required for an assessment to succeed. Liu, Frankel and Rohr (2014) also reflected this 

trade-off and noted that, given the wide range of possible subscales for CT 

assessment, more research is needed if useful subscale scores for CT are the goal. 

They pointed to significant evidence of CT as a unitary, integrated, single skill (Liu, 

Frankel and Rohr, 2014, p. 13), in part due to the low degree of subscale score 

reliability found by researchers into CT scoring (Liu, Frankel and Rohr, 2014, p. 4).  

3.3.8 Judgement complexity 

Much has been written on the subject of scoring writing quality. In the discussion of 

judgement complexity, Dawson (2017) made multiple references to Sadler (2009), in 

part to contrast the use of rubric criteria described as complex with those described as 

analytic (defined as those that focus ‘on the structure or presence of particular 

information’; Dawson, 2017, p. 355). Dawson’s example is an evaluative criterion of 

clarity of expression with quality definitions of bad, acceptable, and good. Dawson (p. 

355) noted that these judgements are necessarily complex and expert, while the 
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analytic judgements are ‘less complex, require less expertise, and … some analytic 

judgments on rubrics can even be made automatically by computer’.  

As noted by Liu, Frankel and Rohr (2014) and cited in Section 3.3.4 above, there is a 

significant challenge for defining and measuring CT skills in CT assessments so that 

subscale scores have good internal consistency and adequate reliability. This is 

particularly true with CR items scored with holistic or generic rubrics. A key goal of 

my RDF for CT scoring rubrics is to minimise the judgement complexity or 

‘evaluative expertise required of users of the rubric’ (Dawson, 2017, p. 355). My RDF 

for CT highlights the importance of simplifying the evaluative expertise required by 

graders by operationalising the judgements required to assess the defined subscale 

quality levels by establishing item-specific, content-based factors expected in a 

response to satisfy different quality levels directly in the rubric itself.  

For example, rather than specify quality levels for the citation of evidence in a CT 

response as minimal, some, adequate, and comprehensive and leaving this judgement 

to the scorer, this RDF values the identification of specific elements of evidence that 

are expected in this case and assigns specific or relative values to different specific 

pieces of evidence. In this way, the quality level indicators could be minimal (two 

items of low importance), some (two or more minor items and one major item), 

adequate (both major pieces of evidence), or comprehensive (both important points 

and two or more minor points out of seven potential points of evidence). With quality 

levels specified in terms of response content, feedback—such as what evidence was 

missed, what incorrect evidence was cited, and so on—is easily included in scoring, 

for defending assessment score results, and for pinpointing specific areas for focus in 

future instruction. 

3.3.9 Users and uses 

This RDF for CT rubrics with which to score CR responses is designed to support 

rubrics with multiple kinds of users:  

• teachers, as a way to understand an assessment and how it works and to 

provide feedback to students or to inform their own instruction;  
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• scorers and assessment providers, to provide the most reliable and valid 

assessment products to their customers and to perform scoring tasks; and  

• students, who can be consumers of the overarching scoring strategy and 

evaluative criteria to focus their study and enhance their domain 

understanding.  

 

In preparation for an assessment, scoring strategy level information about a rubric 

should be shared (along with other information about the planned assessment, its 

purpose, format, function, and other parameters) to clarify goals, help students 

prepare, and help administrators and stakeholders understand the nature and purpose 

of the exam. After assessment, students will further consume elements of the rubric 

indirectly by experiencing the feedback provided with assessment results, information 

embedded in scoring strategy and implementation rules, evaluative criteria, quality 

levels, and quality definitions that are the basis for feedback that will enhance their 

learning experience. 

3.3.10 Creators 

This RDF is designed first for use by assessment developers and item writers, with the 

intention that the resulting rubrics, items, and assessments will foster reliable 

measurement and useful feedback to students, making their assessment experience a 

learning experience. Generic, off-the-self rubrics might well provide the skeleton or 

superstructure of a useful rubric (e.g., defining the scoring strategy and evaluative 

criteria). But this RDF is designed to produce and highlight assessments that can 

provide definitive and specific feedback as part of the scoring process, with low 

scoring-complexity requirements and lower cognitive load on scorers than generic 

rubrics, supporting both formative use and education via scoring feedback.  

Accordingly, assessment and item authors should use the RDF to insure a clear and 

logical structure to the rubric from which a score will be determined. This starts with a 

well-defined set of evaluative criteria. These are the primary indicators of an item or 

an assessments primary traits or indicators of the measured capacity: For CT, these 

could be related to the ability to articulate claims or identify supporting evidence, or 

any of the other aspects of critical thinking shown previously in Figure 3-2. As scorers 

must evaluate a response along the lines of each defined evaluative criteria, they 
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should be sufficiently distinct to contribute to the overall assessment in a meaningful 

way. Within each evaluative criterion, a number of distinct quality levels and quality 

definitions should be defined such that independent scorers and other observers can 

reasonably differentiate between the levels that would be associated with a given 

response. Quality levels with broadly defined quality definitions, or with significant 

overlap between quality definitions for different quality levels, will lead to 

inconsistent results and unreliable scoring. Making quality levels with overly narrow 

quality definitions, so that distinct scores do not distinguish broadly recognisable 

levels of mastery or understanding, can lead to unreliable scoring as different scorers 

make fine distinctions in different directions or make inconsistent scoring decisions 

when none of the overly narrow quality definitions seem to apply to a given response. 

Along with clearly structured evaluative criteria and quality levels with quality 

definitions that are clear and distinct, item creators should minimise the subjective 

aspect of quality definitions by reflecting item-specific content and concepts to clarify 

the item author’s intent in an unambiguous way. That is, the quality definition should 

eschew generalised terms and imprecise phrases that require the rater to apply such 

principles or general terms to the item content. Rather than rating levels that define 

sufficient, some, minimal, none or the most important evidence, for example, a rubric 

optimised by the application of the RDF would be expected to enumerate five specific 

and distinct levels of evidence citation. This could be done in a variety of ways, but it 

should be specific enough to the item and its content that any two raters would come 

to the same conclusion about what quality level to assign to any specific item response 

for each evaluative criterion (e.g., of citing evidence).  

In addition to detailed quality level definitions for each evaluative criterion, the RDF 

requires a consistent and explicit scoring process that specifies how the assigned 

quality level definitions across the different evaluative criteria are combined to create 

an overall score for an item response—or perhaps whether a combined score is even 

defined. If they are to be combined into an overall score, the relative weights and the 

specific formula by which they are combined for total score will be part of the rubric. 

In addition, any scaling or other factors required to put the final raw score on some 

specific scale can be yet another part of the total set of scoring details captured by a 

well-structured rubric.  
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3.3.11 Quality processes 

This element is defined to address the need for an assessment to ensure the reliability 

and validity of the rubric. The proposed RDF therefore includes a quality process 

factor to explicitly recognise the importance of processes for ensuring reliability and 

validity in the rubric. As Timmerman et al. (2011) demonstrated, many activities can 

be undertaken during rubric creation to ensure validity. These include reviewing 

similar rubrics for similar tasks, reviewing dimensions and quality descriptors defined 

in other CT assessments or related tasks (AW, performance tasks designed to reveal 

CT abilities), and iteratively developing the rubric based on feedback from item pilots 

and other stakeholder reviews.  

The existence of the proposed RDF and the creation of more robust and detailed item-

specific rubrics create new opportunities for monitoring scoring reliability and 

accuracy. The detailed associations between rubric elements and item response 

content (which drive scoring decisions) provide data unavailable during the 

application of holistic rubrics—data that could illuminate potential sources of 

variation in scoring. With these new rubrics in place, scoring discrepancies can be 

analysed on the micro-decision level. For example, if some scorers are giving credit 

for evidence citations that are similar to response elements that other scorers do not 

credit, a detailed review of the differences in scoring on a specific evidence point 

across an entire population of responses might reveal an ambiguity in the rubric that 

could be addressed with a clarified language or examples.  

The scoring strategy element is another place where procedures defined for 

determining scores can also address reliability and validity issues. As CR assessments 

for CT generally include two or more graders to ensure reliability, procedures for 

scoring should explicitly define the procedures used to address differences in scores 

that might arise from two independent scorers. Johnson, Penny and Gordon (2000) 

reviewed some of the most common adjudication procedures adopted for double-

scored CR items, including (a) combining scores from two raters (e.g., averaging the 

two scores) or using a third, expert scoring; (b) substituting the third score for the 

original two scores (and doubling the value to make it comparable to the sum of the 

two original scores); (c) using the third score plus the two discrepant scores, summing 

the three scores, and dividing by two-thirds to make the result comparable; and (d) 



45 

using the expert score and the closest of the two original scores for the final score 

(rather than summing the two discrepant scores). 

3.3.12 Accompanying feedback 

This rubric element recognises that rubrics can sometimes include feedback 

information, such as comments, annotations, or other notes on student performance, as 

part of a quality level descriptor or other rubric content. Dawson noted that rubrics 

sometimes include feedback within the rubric itself in his discussion of rubric users 

(Nordrum, Evans and Gustafsson, 2013, as cited in Dawson, 2017).  This study cited 

by Dawsib showed that students valued exposure to the rubric’s articulated feedback 

on holistic traits because it made the assessment more transparent and helped them to 

understand what was being measured.  

A primary goal of the RDF is to ensure that rubrics support scoring that provides 

explicit feedback based on the associations that the scoring process makes between 

rubric elements and item response content. At the same time, public sharing of high-

level elements of the scoring strategy—the evaluative criteria and the enumerated 

quality levels—will similarly inform students, teachers, and others of the focus and 

intent of an assessment, providing a degree of transparency that facilitates appropriate 

use.  

As the RDF guided rubrics can address the presence or absence of concepts in a 

response, including misperceptions in addition to valid response content, feedback is 

possible that invokes both the top-level scoring rubric definitional elements (e.g., 

‘citation of evidence accounts for 60% of the score on this item’) and detailed-level 

quality criteria (‘your response did not include X, the most important evidence 

available, or Y and Z, which would have also provided additional support for your 

claim’). In short, feedback considerations are reflected in the detailed rendering of the 

scoring strategy, the evaluative criteria, quality levels, and quality definitions 

highlighted by this RDF. These quality definitions are based on expected response 

content, as informed by an item’s particulars. Quality definitions, quality level 

descriptors, evaluative criteria, and scoring strategy all provide different logical places 

for an item author to embed context-appropriate feedback that could be leveraged 

when students interact with test results.  
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3.3.13 Presentation 

This element of rubric design is concerned with the presentation of the elements of the 

rubric. Dawson (2017) noted this is often presented in a tabular form, with evaluative 

criteria down the left-hand side in the first column, column heads defining quality 

levels, and cells containing quality definitions. Other than an implicit suggestion that 

all the evaluative criteria have equal weight, this form serves as an excellent baseline 

to outline the basics of the scoring task and, with some augmentation, could convey 

the scoring strategy in full. My RDF calls for clear and explicit communication of the 

rubric. This study provides examples of realising these goals using a set of tabular 

presentations that can serve as a starting point for further discussion and evaluation. A 

complete, generic outline for the RDF is included as Appendix J of this study; the 

rubric structure and content is explicated in Sections 3.4.1 to 3.4.10.  

The presentation of the complete scoring strategy needs to communicate the relative 

value or importance of the different evaluative criteria and provide a mechanism to 

unambiguously communicate the sort of content that the rubric would expect to find in 

a CT response at the various quality levels defined for each evaluative criterion. These 

definitions, in the adopted RDF element taxonomy, are the quality definitions defined 

above.  

Detailed, content-centric rubric quality definitions for CT are not suited to the typical 

holistic scoring grid for a few subjective terms with short phrases on a sliding scale in 

each row. CT quality definitions are likely to have a higher-level component that 

summarises the nature of the quality level for a specific evaluative criterion that might 

fit into a small space. But the CT quality definitions are likely to also include by 

reference a detailed set of information in its own table. This additional table would 

describe the expectations for content in a response that would satisfy the specified 

quality level, perhaps with alternative ways to meet the criteria for the quality level, 

and explicitly relate the quality definition to the overall evaluation criterion and its 

role in the larger rubric. The overall scoring strategy for the rubric is also 

communicated as described in Sections 3.4.3 to 3.4.7, laying out the method for 

combining the individual evaluative quality measures into a unified whole, if a single 

score is to be reported, as well as any procedure necessary to reflect the relative 

weights of different evaluative qualities and rescaling that might be done at either the 
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evaluative quality or overall score levels to report scores on some final scale that more 

usefully satisfies the goals and objectives for the specific rubric. 

Finally, a number of rubric elements must be considered in the evaluation of a rubric 

beyond the scoring strategy, evaluative criteria, quality levels, and quality definitions. 

Those aspects of the rubric will result in additional tables and other means as also 

defined in Section 3.4.  

3.3.14 Explanation 

The 14th and final rubric element defined by Dawson (2017) allows for the rubric 

itself to contain explanatory materials. My RDF, which is focused on the importance 

of feedback for CT assessments using CR items, identifies real value in rubrics that 

include sample score reports. Examples of the nature and degree of supporting detail 

for scoring will be provided to exam users, along with examples that demonstrate the 

utility of scoring feedback that will be part of the student reporting for the rubric. As 

noted in the scoring strategy and other sections above, some aspects of the actual 

detailed scoring information and criteria, defined as detailed quality definitions, will 

not be predisclosed, as they could compromise the integrity of the exam. At the same 

time, high-level scoring strategy, a definition of each evaluative criterion, and defined 

quality level descriptors should be shared in the name of transparency and fairness and 

as a way of communicating relevance, validity, and expectations for the exam. 

3.4 An RDF for CT Items 

After examining Dawson’s (2017) 14 rubric design elements with the goal of CT 

assessment using CR items as an animating principle, this section defines an RDF for 

such purposes on its own terms. This section defines a set of design elements that 

articulate a philosophy, a purpose, and criteria with which to design (or examine the 

design of) rubrics for CT assessment. This proposed RDF is described below as a set 

of 10 potential elements in three groups: core or fundamental elements of how a 

construct is defined and scored; procedural or process-related aspects of how scoring 

logic will be implemented; and supporting elements that help illustrate the application 

of the rubric to items. These foundational elements provide the primary criteria by 

which an item rubric definition can be evaluated for suitability for use in measuring 

CT skills with CR items. Foundational factors directly address, at a high level, the 
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scope of what a rubric is designed to measure, for whom, how, for what purpose, and 

in what form. The procedural factors primarily describe aspects of the processes 

specified or implied in the rubric’s conception that describe how the rubric will be 

applied and used. The final two RDF elements are elements that can clarify a rubric: 

sample score reports and scored exemplar responses.  

The following discussion lays out the proposed RDF elements, using Dawson’s (2017) 

terminology as appropriate and defining new terms when necessary. As the RDF is 

targeted for a specific use case—CR items assessing CT—this framework defines 

elements corresponding to the work of rubric design or evaluation and groups related 

elements to focus on the factors that make these rubrics more successful. As a result, 

the design framework elements do not correspond one-for-one to Dawson’s rubric 

elements. However, this framework addresses those elements comprehensively, as 

described in the various RDF definitions that follow, and further illustrated with a 

mapping between Dawson’s rubric elements and my RDF elements at the end of this 

section (). A summary of the RDF elements for rubrics for CR items for measuring CT 

that are to be examined in the following sections is shown in  

Figure 3-3. 

Figure 3-3 Rubric Design Framework Elements for Constructed Response Items 

Assessing Critical Thinking 

Core/foundational elements 
1. High-level rubric definition 
2. High-level item(s) definition 
3. Scoring criteria and level 

definitions 
4. Subscale score calculation 

formula 
5. Final raw score formula 
6. Score scaling formula 

Scoring processes 
7. Scoring processes strategy and 

design 
8. Scoring process implementation: 

instructions, algorithms and QA 
Supporting elements 
9. Format and content of score reports 
10. Exemplars (example responses) 

 

A complete form of the RDF, identifying the major elements outlined below, is 

presented in a series of tables in Appendix J. 
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3.4.1 High-level rubric definition 

The high-level rubric definition for a CR assessment item for measuring CT skills 

includes a definition of the construct, ability, skill, or knowledge being assessed. This 

definition is structured to include evaluation criteria or subscores, describe how they 

relate to a key facet of the construct being measured, and establish their relative 

weight and value in the creation of an overall item response score. This definition 

includes a general description of how the item is intended to measure the construct, in 

whom, for what purpose, and how (generally) the results will be reported. The 

definition should include the nature of the work product being scored, the instrument 

used in the assessment, and the sort of score and feedback anticipated to meet the 

goals of the assessment.  

The purpose and use of an item, with a goal weighted toward feedback and learning, 

toward diagnostic measurement, or as an element of a summative, comprehensive set 

of measures should be in accord with the structure and content of the item. Intended 

use should be in harmony with design elements such as depth and detail of the 

scoring, the nature and detail in the feedback, and the visibility of the item and its 

workings to various parties: assessment programme advisers, instructors, examinees, 

scorers, and administrators or policy makers. The use of scores or score reports should 

also be appropriate in the context of what is not being measured (e.g., the degree to 

which writing skill, language fluidity, or basic grammar, syntax, and spelling are part 

of what is being scored, or irrelevant, or only relevant to the extent they inhibit the 

communication of ideas). Score reports and scoring criteria should also be explicit to 

help stakeholders understand the scope of what is being measured as relevant skills. 

The high-level rubric definition should also indicate the degree to which the rubric 

itself or its parts can or should be shared with assessment users and examinees. For 

CR/CT items, release of detailed feedback and quality level descriptions prior to an 

assessment could compromise the integrity of the assessment itself. When possible, 

high-level rubric descriptions should remain generic and shareable; they should not 

reveal details of an item’s content, rubric-level definitions, or potential item feedback 

that would compromise the measurement to be made.  
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Rubrics using this RDF for CR/CT items will generally written by item or assessment 

authors. Assessment authors can at times repurpose existing items (passages, prompts, 

student instructions) by defining new rubrics for old items focused on different aspects 

of the CT construct. Weights for the different subscores can reflect a focus on 

assessing different skills that are part of the larger CT construct (e.g., addressing 

counterarguments, synthesising data from multiple sources, recognising implicit 

information, or describing analogies). 

3.4.2 High-level item structure 

It is often useful to include a sample item or item definition in the rubric itself, but 

inclusion by reference is typically sufficient to communicate the essence. Many CT 

items are composed primarily of (a) a passage, passages, or a set of artefacts that 

might include passages, information tables, diagrams, maps, charts, and so on; (b) a 

prompt or challenge statement directing the examinee to a specific CT challenge; and 

(c) instructions for the student. However, if a rubric is dependent on the item 

definition in a structural way—for example, it demands synthesis of information 

across multiple sources, or calling out different aspects of the source material that is 

expected to be used in specific ways (e.g., maps, charts, etc)—it is helpful to reflect 

these assumptions about the item definition within the rubric to ensure that this 

context is not lost when reviewing the rubric details. 

In summary, the high-level definition of a CR item for CT or AW assessment should 

enumerate and define the elements of the item, which typically include: 

• prompts, a challenge or question or other demand or task definition; 

• passages or other artefacts, and their nature and purpose; 

• instructions for students (if context is required for the prompt); and 

• any other materials that are a necessary part of the item to which the rubric 

will be applied. 

 

A sample item that is illustrative but uses different content may also be useful if the 

structure or composition of the item is unusual in any way.  
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3.4.3 Scoring criteria and level definitions 

This element expands upon the high-level item description by describing in detail how 

the scoring will be done (by enumerating the key constructs and respective evaluation 

criteria or subscores) and assigns quantitative weights to each of these dimensions. 

This element defines, for each subscore, the quality levels used to characterise the 

response. Each quality level has a quantitative value or point score associated with it, 

as well as a definition of the quality level. Quality level definitions are used by scorers 

to determine what quality level should be assigned to a specific response. 

Characteristics that help scorers distinguish between quality levels are important to 

define, and CR for CT scoring rubrics are most robust when specific content—the 

expression of ideas, reasoning, evidence, or conclusions—can be used to distinguish 

between quality levels. 

Quality level definitions may also include quality descriptor information that can help 

clarify the meaning of the quality level. Quality levels and quality descriptions are 

often organised and displayed in a table, with quality levels in columns and evaluation 

criteria in rows; the cells of this matrix contain descriptions of the definition and 

criteria for a given evaluative quality at a specific quality level. Such tables are what 

most people think of as a scoring rubric; putting ‘rubric scoring table’ into an Internet 

search engine will generate millions of results and countless images of such tables. 

3.4.4 Subscale score calculation formula 

CR for CT rubrics using this framework rely on the presence or absence of specific 

content in responses to help scorers determine the most appropriate quality level to 

assign to a given subscore during scoring. In many cases, one or more concepts 

contribute to a specific subscore quality level, and scorers seek a variety of 

information in the response to determine if the response demonstrates understanding 

and nuance. These specific concepts in the text, or target response elements, may 

indicate some aspect of the response relevant to scoring for a particular subscore. 

Finding such content in combination with other content is part of the scoring 

processes. To help scorers navigate the application of the rubric to the item response 

content itself, subscale scoring criteria and definitions include indications or rules for 

how to score combinations of relevant subscore content. For example: 
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• Evidence that the flower was the same as the one in her home country 

(e.g., unmistakable scent, colour of flower, shape of leaves: max 1 point 

for any of these) 

• Evidence that the flower was different from the one in her home country 

(e.g., not as pretty, texture of leaves, ability to survive cold; up to 2 points, 

one each, for any of these) 

• Other bits of evidence relevant to the challenge 

• No more than 6 total points for evidence 

 

A more complete example of a subscore calculation formula, which is integrated with 

the quality level and quality definitions, is shown in Figure 3-4. 
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Figure 3-4 - Example of Subscore Specification 

Evaluation Criteria: Use of evidence to support a claim; ‘Evidence’. 

Subscore formula and quality level definitions: 

Supporting evidence in any of the six categories listed below will count as one 

point toward the evidence score. There will be at most one point for each of the six 

categories specified; the total subscore value will be the simple sum of these six 

possible evidence points, between 0 and 6.  

# Value Award point per category for evidence of each kind.  

1 1 The winter hibiscus in the new place is different from the hibiscus back 
home. 
a. ‘It’s not a real one. Not like the kind we had before’. 

2 1 Winter hibiscus not as pretty. 
a. Winter hibiscus is different—not as pretty, flower less beautiful than 

the hibiscus they knew before. 
3 1 Winter hibiscus is strong enough to survive the cold/winter. 

a. Winter hibiscus is different—stronger/more tolerant of cold/winter 
than the hibiscus they knew before. 

4 1 Saeng’s mother has begun to adapt to the new environment. 
a. Acclimation to the cold; persevere to provide continuity for her 

child. 
5 1 Saeng has begun to adapt to the new environment; Saeng recognises survival 

requires determination and work, even change. 
a. Her mother had said survival is ‘what matters’. 
b. Determination to succeed, do what is necessary in the new place. 

6 1 The winter hibiscus is in some ways the same as the hibiscus back home. 
a. Petals, blossoms, stamen colour/texture as before. 
b. Examining the flower met expectations (feel: cool and smooth), etc. 
c. Hence it has adapted/changed to accommodate the circumstances. 

 

 

Furthermore, subscore scoring detail may contain additional rules and scoring 

definitions such that a varying number of points could be assigned to full or partial 

expression of a claim or argument. The presence or absence of a claim, with more 

points awarded for a more robust and complete formulation and fewer points for a 

partial articulation of a more general and valid inference, could be expressed in 

narrative form by defining how varying degrees of completeness could be expressed.  
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• Full credit (16 points) for recognising that both the immigrant young 

woman and the winter hibiscus had to struggle to adapt and survive in a 

new place, and the parallel between them 

• Major credit (12 points) for recognising that either the immigrant or the 

winter hibiscus had to adapt and noting the struggle, determination, or 

challenges faced by the other 

• Some credit (8 points) for noting that either the immigrant or the winter 

hibiscus had to adapt to survive and that this entailed growth and change 

• Minor credit (4 points) for noting the underlying themes of struggle, 

growth, survival, or adaptation in some way 

• Zero points for failing to identify the underlying analogy or any part of it 

as central to the story 

 

The rubric subscore calculation must be sufficient to describe the response content 

that will satisfy specific evaluative criteria and quality level definitions and may be 

described in whatever way that provides scorers with clear guidance. These formulas 

can vary from simple additive examples with maximums for different subscores to 

complex formulas or rules that are rooted in the domain in question and the item’s 

particular content. Scoring rules could even specify negative point values for 

misconceptions found in a response, common errors anticipated with the response 

such as invalid conclusions, missing or invalid logic and reasoning, or assigning 

importance to irrelevant factors. 

3.4.5 Final raw score formula 

The final raw score formula specifies how subscore values determined during the 

scoring process are combined to create a final score based on the individual subscore 

calculations. As with subscore calculations, the final score that combines the 

individual subscores may be as simple as an algebraic sum of subscores, or it may 

require further process based on item design and rubric design factors. For example, 

the final raw score calculations can be a more complex function of subscores, 

weighing different subscores differently or applying logic such as overriding a raw 

score total based on subscore thresholds. This is common in mastery exams, where 

minimum score thresholds may be required across multiple dimensions, and in other 
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cases where one subscore can outweigh all others (e.g., a ‘fatal miss’ in a diagnostic 

radiology exam could override all other subscore values in final raw score algorithm). 

An example of a simple final raw score formula is 

Final Raw Score = Subscore (claim) + Subscore (evidence). 

3.4.6 Score scaling formula 

A rubric may include a formula that allows the result of the final raw score calculation 

to be transformed to a final scale for comparability or other purposes. However, for 

some items it is preferable to report only subscores, such as when construct 

representation in an assessment crosses knowledge and skill area boundaries that 

make combining these scores problematic and difficult to relate to a single real-world 

construct.  

An example of a score scaling formula draws on the examples above, where subscore 

ranges are 0–16 for a claim factor and 0–6 for an evidence factor, resulting in a raw 

score range of 0–22. In this case, for comparability to other instruments that assessed 

the same population on a similar construct, on a 0–4 scale, the overall 0–22 score 

could be transformed (and validated) with a score scaling formula as shown in Table 

3-2. 

 
Table 3-2 Example of Score Scaling Formula 

Raw score 
range Final score Final score descriptor 

13–22 3 Strong evidence of recognising and understanding 
the central underlying analogy of the text 

8–12 2 Some evidence of recognising and understanding the 
central underlying analogy of the text 

1–7 1 Minimal evidence of recognising or understanding 
the central underlying analogy of the text 

0  0 No evidence of recognition or understanding the 
central underlying analogy of the text 

 

3.4.7 Score processes, strategy, and design 

This RDF proposes that the way the scoring is performed, from applying the rubric to 

generating a final score or any reported subscore, be explicitly provided as part of the 
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rubric. This RDF element addresses the high-level organisation and function of the 

scoring process, addressing (a) how, precisely, scoring decisions are recorded; (b) how 

scoring data is used to produce a score and a score report; and (c) how the information 

will be used to provide useful and meaningful feedback. 

Fundamental to the goal of this RDF is the ability to associate specific elements in an 

item response with specific elements in the rubric. This critical link is the basis for 

justifying score results and for enabling response feedback. The scoring strategy for a 

CR/CT item rubric, as established in this RDF, should explicitly define how the 

associations between rubric components and response components are captured during 

scoring and how these data are used in feedback and reporting to students and other 

stakeholders. 

Related to the scoring strategy is the anticipated judgement complexity required of 

human scorers to apply the rubric to an item response. This RDF values items and 

rubrics constructed to minimise judgement complexity in scoring, which minimises 

the depth and breadth of domain expertise required by human scorers. This may also 

minimise training requirements for scorers, although monitoring and quality assurance 

processes and reviews are required to validate that scorer training is adequate and 

scoring is consistent and reliable across scorers. 

This high-level scoring strategy element addresses how scoring occurs at the level of 

detail of identifying whether and what kind of human or automated scoring is 

employed; how many and what kind of scorers will score each response; and how 

multiple scores for an item will be consolidated into a single item score. The overall 

approach to defining discrepant scores and the kind of adjudication process 

anticipated is be defined at a strategic level. Details of the scoring processes’ 

implementation are defined in the next RDF element. 

3.4.8 Scoring process implementation  

This RDF element defines how the scoring process will be carried out and focuses on 

the details of how scoring works, how the results are gathered and processed, and how 

the RDF rubric supports quality and validity by including processes to monitor, 

review, and validate results. Both human and automated scoring processes are 
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documented, describing how training, quality assurance, validation, monitoring, and 

adjudication of discrepant scores are performed. Human scorer instructions and 

training and people-based processes to monitor and maintain scoring quality are 

defined, including thresholds of quality used to validate scoring accuracy, reliability, 

and consistency. Similarly, automated scoring processes and systems, if used, may be 

defined and documented in terms of data and algorithms used, quality assurance and 

validation procedures and methods employed, and thresholds of quality used to 

validate scoring accuracy, reliability and consistency.  

3.4.9 Format and content of score reports 

This RDF element, the first of the two that correspond to Dawson’s (2017) 

explanation elements, addresses the clarity and power of illustrative score reports that 

help communicate the level of detail and kind of feedback planned for score reports. 

While optional, an example often communicates better than a narrative the 

complexities that informed data visualisation techniques can demonstrate. 

At the same time, automated reporting—which should be enabled by a scoring process 

that captures scorer associations between rubric elements and response content—is a 

software exercise beyond the scope of the current study. My analysis and reporting 

instead identify the structure and content of desired reports and demonstrate how they 

are enabled by the scoring process defined. In particular, the nature and detail of 

feedback enabled by each scenario and for each rubric are explicitly defined for each 

scenario. 

3.4.10 Exemplars (sample item responses, scored) 

This second explanatory RDF element provides for item/rubric authors to 

communicate via example the range of responses they anticipate and demonstrate how 

better and worse, poor and excellent responses might be presented and scored. While 

optional, such examples—like the anchor papers, exemplars, and range-finding papers 

used for CR scoring for decades—can help bring quality definitions to life and 

illustrate examples of distinguishing characteristics between quality levels that might 

not be readily apparent from the text of the quality definitions. While my RDF and 

rubric development exercise creates three robust rubrics, the collection and curation of 

exemplars for future use with these rubrics is outside the scope of this study. 
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3.5 Dawson’s 14 Design Elements Mapped to the RDF  

The 14 elements of Dawson’s framework are fully captured by the considerations of 

the RDF. In some cases the narrower scope of the RDF, focused on assessing CT-

related skills with CR items, means that design elements that might be highly variable 

in the general case may be more narrowly prescribed in the case of the RDF. The first 

of Dawson’s elements, ‘specificity’, is essentially fixed in the case of the RDF to 

specific (rather than general) as the goal of the RDF is to assess CT skills and 

capabilities based on authentic challenges with a minimum of grader-specific 

judgement and knowledge applied to the task. It is by making rubrics item-specific 

that score reports can provide detailed feedback.  The link between response content 

and rubric requirements, and the condition of required rubric elements not present, are 

what enables the transformation of an assessment into a learning exercise, and enables 

explicit construct-relevant feedback, and provides an explicit score or rating 

justification.  

Others of Dawson’s rubric design elements are addressed across a range of the RDF 

elements described above. For example, the question of ‘secrecy’ applies to different 

RDF elements in different ways, so it is addressed across a range of rubric definition 

elements. In particular, whether detailed scoring processes, level definitions and 

potential feedback can be shared or public knowledge without compromising an 

item’s utility might vary depending on the specifics of a particular rubric definition, 

and so this variation is identified in those places.  

A complete accounting of the association between Dawson’s 14 rubric design 

elements and the proposed RDF for CR assessment of CT’s 10 elements are shown in 

Table 3-3. Note that the right-most column in the table simply lists the RDF elements 

for reference. 
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Table 3-3 Dawson’s 14 Design Elements to RDF Mapping 

Dawson’s 

rubric design 

element 

Where in 

RDF 

Where Dawson’s element is 

addressed in the RDF 

Reference List of 

RDF elements 

for assessing CT 

with CR 

1. Specificity 1,3,4,7,8 All rubrics that conform to the RDF 
framework are task and item 
specific. 

1. High-level 
rubric definition 

2. Secrecy 1–10; 
explicit 

throughout 

Rubrics that conform to the RDF call 
out what is sharable without 
compromising the assessment and 
what should be secret. Typically, 
most high-level, general information 
about a rubric such as high-level 
scoring strategy, evaluative criteria, 
and quality level identifiers may be 
public. Detailed quality definitions, 
details of the scoring strategy, and 
potential feedback are secret and 
partially disclosed in score reports. 

2. High-level item 
structure 

3. Exemplars 10 Exemplars are primarily used in 
training scorers; detailed scores on 
exemplars that may include feedback 
are secret prior to item use or exams 
as such information can compromise 
an assessment. 

3. Scoring criteria 
and quality level 
definitions 

4. Scoring 
strategy 

7, 8 The scoring strategy and design 
(high level) amount to subscore 
weights and breadth of quality 
levels. These can and should be 
public. Complete rubric details 
(quality definitions, scoring 
calculation detail) are secret prior to 
exam or item use. 

4. Subscale score 
calculation 
formula 

5. Evaluative 
criteria 

1, 3 Evaluative criteria are generally 
associated with each subscore and 
defined in 1; reflected to some 
degree in 3–7.  

5. Final raw score 
formula 

6. Quality levels 1, 3 Quality levels within each evaluative 
criterion are defined in 3. 

6. Score scaling 
formula 

7. Quality 
definitions 

3, 4 Quality definitions are defined in 3 
and affected by 4. 

7. Score processes 
strategy and 
design 
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Dawson’s 

rubric design 

element 

Where in 

RDF 

Where Dawson’s element is 

addressed in the RDF 

Reference List of 

RDF elements 

for assessing CT 

with CR 
8. Judgement 
complexity 

1, 3 Judgement complexity is explicitly 
manifest in the expertise required to 
understand and apply the scoring 
criteria and quality level definitions 

8. Scoring process 
implementation 

9. Users and 
uses 

1–10; 
explicit 

throughout 

Different aspects of the RDF rubric 
elements are intended for multiple 
audiences (instructor, administrators, 
scorer, examinee) at different points 
in time. Some elements of the rubric 
are not shared with students prior to 
use but are included in score results 
and feedback. Other aspects of the 
rubric—structure of subscores and 
weights if combined—are shared 
with all users and are public. Other 
details (detailed scoring logic) may 
be secret but are reflected in public 
information (exam feedback and 
score reports). 

9. Format and 
content of score 
reports 

10. Creators 1, 2 RDF rubrics are item specific and 
generally constructed by item/exam 
creators. 

10. Exemplars 

11. Quality 
processes 

7, 8; 1–10 The entire process of applying the 
RDF to rubric creation is designed to 
situate the rubric squarely in the 
context of the knowledge and skills 
being assessed. This may be most 
explicitly reflected in processes 
designed to foster item/construct 
validity (1, 2) and insure scoring 
reliability and construct relevance (3, 
4, 7–10).  
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Dawson’s 

rubric design 

element 

Where in 

RDF 

Where Dawson’s element is 

addressed in the RDF 

Reference List of 

RDF elements 

for assessing CT 

with CR 
12. Feedback 
information 

3, 4, 8 RDF rubrics can make anticipated 
feedback at the level of the quality 
definitions (e.g., feedback 
appropriate for item responses that 
earn or fail to earn credit for specific 
quality level identifiers); at the 
subscore level when specific quality 
level definitions are met/not met; 
and in the content of score reports 
themselves. 

 

13. Presentation Samples 
provided 

This study is experimenting with the 
presentation of RDF-based rubrics 
for the first time; the formats 
suggested in this report can serve as 
a starting point for optimising the 
dense information required by these 
rubrics for use by different 
audiences. 

 

14. Explanation 1, 2 Explanatory information concerning 
the rubric or the characteristics of 
the item(s) for which they are 
intended can be included in the 
rubric overview or item description, 
or elsewhere in the RDF components 
of the rubric description. 

 

Note. CR = constructed response; CT = critical thinking; RDF = rubric design 

framework. 
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Chapter 4 Methodology for the Study  

 
4.1 Research Questions 

 
The research questions (from section 1.4) that drive this study are: 

1. Can a generalised and flexible RDF for scoring CT items (as compared to 

generic, holistic rubrics) be successfully used to define item-specific, content-

centric rubrics that can guide essay graders to provide 

• useful feedback to students and teachers;  

• nuanced scoring that makes the exercise a learning experience; 

• explicit, defensible rationales for scoring outcomes; and 

• better interrater reliability? 

2. Are there aspects of scoring with item-specific, content-centric rubrics that 

work well or that make scoring easier or more efficient? 

The primary research question for this study is concerned with improving useful 

feedback from assessment, which I hope to enable by directly associated item 

response content with a rubric’s quality level definitions. This data capture during 

scoring is at the heart of the ability to make score decisions and the associated 

rationales explicit, and thereby easier to justify or defend, provide a basis for detailed 

which in turn can make assessment more of a learning experience.  Better IRR, rather 

than the lower reliability often associated with subscores, is another goal. By creating 

rubrics with item-specific criteria that can explicitly tie scoring decisions to 

relationships between response content and aspects of the rubric, all of these goals are 

possible.     

4.2 Research Context 

 
Having established the goal of testing a rubric design framework for CR assessment of 

CT skills, finding suitable data for a scoring experiment required an enumeration of 

requirements for the sort of task or challenge for which such a rubric would be 

suitable.  Given the great diversity seen in CT rubrics and assessments generally, 

including the many examples considered in the early chapters of this thesis, and the 32 
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CT aspects enumerated in Figure 3-2, and my finding from reviews of CT assessments 

that the ability of an examinee to make a claim and support it with evidence was 

among the most universal of CT aspects included in the measurements, the choice of 

“claim plus evidence” type scoring was chosen as the main focus in the search for 

suitable assessment data to support this study.  

4.2.1 Data requirements 

For the purposes of this study, a search was made of available public, anonymised 

data repositories of assessment items that meet the following criteria:  a) the included 

a challenge to be addressed with a claim and supported by evidence; b) the domain of 

the challenge was defined by a set of readings or other artifacts that could be 

processed by a student in single setting; c) that included a holistic rubric and original 

scoring by a (at least) a pair of graders on a well-defined scale; and d) a set of 

responses that numbered into the hundreds, and represented a range of scores and a 

population of students that were relevant to CT assessment in an academic setting.  

This data of course needed to be available in a complete, integrated set and ideally 

freely sharable so the work could be replicated, extended or otherwise interrogated by 

independent researchers.  

4.2.2 Data sourcing 

My original involvement in essay scoring for CR items began with my work at a 

major test publishing company, where I had an assignment to review the technology 

available for automated essay scoring in 2011 and 2012.  My first task was to 

understand in detail how various forms of essays were currently scored by human 

graders. This encompassed a broad review of operational assessment items, rubrics, 

scoring procedures, validity studies and quality control processes. In particular, I was 

struck by the guild-like nature of an industry that created items  only to find, through 

rigorous field testing and analyses, that at various stages items failed to survive for use 

in active item pools as a result of poor psychometric performance, generally meaning 

their item response characteristics did were not sufficiently consistent to use reliably 

for measurement, either in aggregate or for when used to assess specific sub-groups 

(e.g. they exhibited unwanted differential item functioning).  
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This work included two areas of focus that inform this study.  One was the trade-offs 

experienced by item developers between the value of item rubrics with more detail 

and nuance and the costs, in test time and “yield” (rate at which items survive field 

trials to usable deployment) of developing such items.  Yield here translates directly 

into item and assessment development costs, because as fewer items survive 

reliability, psychometric and differential item performance challenges, development 

costs for more items must be amortized over fewer usable items, resulting in higher 

per-item assessment costs.  And the other was the challenge of scoring items on a per-

trait or subscore level with reliability approaching the reliability that could be 

achieved with holistic scoring.  This study is focused on approach to improving what 

can be measured without sacrificing reliability and validity.  

With this objective in mind, I approached four large, highly respected assessment 

companies with international reach and vast stores of items and data. I had many great 

and lively discussions with the staff working on these and related challenges, and 

these organizations has procedures in place for researchers interested in such topics. 

Despite pursing these procedures, I found these organizations uniformly unwilling to 

share the detailed data I sought.  Some offered limited quantities of selected response 

data.  I also attempted to collect my own item responses through multiple channels but 

had limited success at obtaining the necessary quantity of motivated responses to 

allow for meaningful analysis.   

Finally, I turned to open-source data archives available for researchers, seeking 

suitable assessment items with a full complement of item data, item materials, rubrics 

and human scores was a challenge. While some test publishers have begun to open up 

anonymized essay scoring data for public examination, I found the initial data releases 

were largely generic “quality of writing” exercise that had little in common, in terms 

of rubrics, with CT or AW writing tasks.  I also approached academics at multiple 

universities involved in assessment, writing assessment, CT and AW training 

programs for teachers and related pursuits.  I was ultimately able to source usable data 

from two sources, each of which are described below.  
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4.2.2.1 Winter Hibiscus (WH) 

The first item selected for the study was from an open archive of the Automated 

Student Assessment Prize (ASAP) contest, funded by the Hewlett Foundation and 

hosted by the data science website Kaggle.com6.  The contest was held in 2012, and 

part of it was designed to have researchers attempt to emulate and predict human 

scores for educational writing assessments by learning from a set of holistically scored 

essay. Among the items used in the essays scoring part of the contest was a literary 

analysis question, which included a short story and a prompt which asks the Examinee 

to explain why the author concluded the story as she did. The story itself, ‘Winter 

Hibiscus’ by Minfong Ho, is a quiet, moving account of a moment between a young 

immigrant girl and her mother. The story captures a brief period of interaction 

between a young girl, Saeng, and her mother after the daughter’s failed driving test 

and a circuitous route home. The story speaks to the challenges they face in the 

context of the struggles both Saeng and her mother face in adapting to their new 

country. The story unfolds by intertwining a telling of Saeng’s recent encounter on the 

way home with a ‘winter hibiscus’, a flower she discovers and concludes is a form of 

the same hibiscus found in her native Vietnam, albeit a sturdier, not-quite-as-pretty 

one. Her mother points out that this flower is an adaptation of the flower they knew, 

one that is able to survive the comparatively cold winters of its (and their) new home.  

This item was double-scored with a holistic rubric, and the contest platform makes 

available the prompt, the instructions, the rubric, the passage and 1,700 scored 

responses. A close reading of the passage and the challenge suggested a response that 

would require a claim supported by evidence, and while the focus on the holistic 

rubric was writing, the rubric did require responses to make a claim and to support it 

with evidence using explicit and implicit content from the item’s passage. Thus I 

found one of the eight items used in that contest was suitable for use in this study.  

4.2.2.2 Harriet Tubman (HT) and Leadership 

A second set of anonymised data were provided to me by a group that runs a 

programme on CT and AW, the California Writing Project, at the University of 

 
6 See https://www.kaggle.com/c/asap-aes. 
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California, Irvine (UCI).7 The complete item, which includes a passage from a book 

about Harriet Tubman (HT), an article on leadership, instructional materials, a writing 

prompt, and a holistic rubric and a set of scores by two humans using the holistic 

rubric.  The challenge was part of an AW / CT writing intervention program and came 

with extensive documentation of the training and an unusually specific set of writing 

instructions.   

This prompt requires the students to select a leadership trait most responsible for HT’s 

success, and the instructions called out specific kinds of information that could be 

used in the response (e.g. ways in which HT was different from her followers, and 

differences in which HT’s reaction to life-threatening situations was different from her 

followers, etc.).  This combination of directions and challenge gave rise to the idea of 

writing two rubrics for these responses to compare with the holistic rubric – one 

focused on the claim and evidence selected, and another focused on the degree to 

which the students followed the direction on incorporating the seven different kinds of 

narrative elements suggested.  Recognizing that CT assessment could include scoring 

for a wide range of response aspects, attempting to use the item-specific, content-

centric approach to specifying rubric elements is a direct way of assessing the ability 

of a more categorical, “narrative elements” evaluative quality level definitions to 

support scoring work the way they might for the more detailed claim and evidence 

quality level definitions anticipated for CT assessment.  

4.2.3 WH item details  

The original WH passage, WH Item prompt and WH holistic scoring rubric are 

included in Appendix A. The original data source provided with this item and passage 

included some 1,772 responses with two human scores. Items with a 0 score in this 

collection generally were extremely short, unscorable, or off topic. After removing 

items with fewer than five words or 40 characters, about one-third of the remaining 

items had scores of 1, another third were 2s, and the remainder were mostly 3s with a 

few zeros remaining. 

From these item responses, 40 were selected for rubric development and another 120 

were selected for use in rubric testing. The item responses were selected at random 

 
7 See http://writingproject.uci.edu/. 
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with a constraint that once the selection process was complete, each group would have 

within it the same proportion of item responses at each score point as were present in 

the original group of responses.  

The only metadata provided with this anonymised data set is that all responses were 

from US students ranging in grade levels from Grade 7 to Grade 10. 

The item response data characteristics are shown in Table 4-1 - WH Item Response 
Data Characteristics: 
 
Table 4-1 - WH Item Response Data Characteristics 

 Development Data (n = 40) Test Data (n = 120) 
 # words # sentences # words # sentences 
Average 121 8 120 8 
Median 108.5 7 117.5 8 
Std Deviation 55.96 4.73 48.21 4.28 
Min 25 1 22 1 
Max 251 21 230 25 
Score 0 count 2 5% 2 1.7% 
Score 1 count 7 17.5% 39 32.5% 
Score 2 count 21 52.5% 53 44.2% 
Score 3 count 10 25.0% 26 21.7% 

  
 

4.2.4 HT item details 

 
The Harriet Tubman leadership item data that includes instructions (entitled “Pathway 

Project Reading and Writing Assignment”, a passage from a book about Harriet 

Tubman (HT), an article on leadership and a writing prompt with instructions are 

included as Appendix C of the thesis.  The original holistic are included as Appendix 

D. The original data provided with these items included and coded for grade in school 

and two grades from two raters on a 1 to 6 scale, with an overall score calculated as 

the sum of the two individual scores which were taken from the holistic rubric.  

A total of 419 item responses were provided.  Each item response had two scores on a 

one to six holistic scale. To ensure a representative but random sample was used in 

this study, these items were first organised into six discrete pools based on their “first 

scorer” holistic score.  A computer program was then used to select randomly from 
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each pool (based on item numbers in each pool) in proportion to their relative size to 

create a group of 40 item responses for the rubric development phase scoring and 

another group of 80 items responses for the rubric testing phase.  In both cases the 

selections were made such that the distribution of “first scorer” scores in each pool 

matched the distribution of those scores in the complete set of 419 item responses.   

The result of this grouping and random selection process was such that each group had 

within it approximately same proportion of item responses at each of the (combined) 2 

through 12 total score points as were in the original data set.  

The item response data characteristics are shown in Table 4-2. 

Table 4-2 - HT Item Response Data Characteristics 

 Development Data (n = 40) Test Data (n = 80) 
 # words # sentences # words # sentences 
Average 318 21 340 23 
Median 353.5 22 340.5 22 
Std Deviation 157.37 10.53 211.96 15.00 
Min 42 4 33 2 
Max 584 47 1102 85 
Average score 3.58  3.4  
Std deviation 1.57 Min = 2 1.57 Min = 2 
Median score 3.5 Max = 12 3 Max = 12 
grade 07 cnt 7 17.5% 20 25.0% 
grade 08 cnt 5 12.5% 24 30.0% 
grade 09 cnt 8 20.0% 9 11.3% 
grade 10 cnt 10 25.0% 10 12.5% 
grade 11 cnt 6 15.0% 10 12.5% 
grade 12 cnt 4 10.0% 7 8.8% 

  
4.3 Scoring Protocol 

This study used two raters in all cases, both for data selected for use (the “holistic” 

scores for responses provided with the baseline artifacts) and for all scoring work 

done for this study using the RDF-based rubrics that rescore these items. Jonsson and 

Svingby (2007) note that two raters under prescribed conditions can produce 

acceptable levels of inter-rater agreement.  They also note, referencing several studies 

(pg. 135) that analytic scoring is often preferable; that agreement is improved by 

training; and that topic-specific rubrics are like to produce more generalizable and 

dependable scores.  As my study used raters with similar qualifications and 
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experience, consistent pre-scoring training and evaluation, and worked from shared 

instructions and scoring notes, the prescribed conditions referenced were met as 

further detailed below. 

All the items scored in the study were scored by two of three raters; a fourth rater 

scored additional items as a final quality assurance check that produced addition data 

not part of the results analysed for this study, but which provided a promising 

confirmation of the results obtained. 

All four of these scorers were fluent English speakers and graduates of masters 

programs in English or Educational Measurement, with more than 4 years of teaching 

experience; 3 were actively engaged in post-graduate studies in assessment.  All were 

engaged in calibration training prior to scoring any of the data sets.  Training raters is 

best practice for improving inter-rater reliability (Rezaei & Lovorn, 2020; Miller and 

Linn, 2000) and provided helpful guidance an instruction to maximize scoring 

accuracy and efficiency.   

The training program started with a review of item materials – passages, prompts and 

instructions – followed by an initial review of a small number of pre-scored items, and 

then an assignment to score an additional pre-selected set of 20 items that represented 

a full range of expected scoring outcomes. Scorers kept notes as they scored each 

item, and the results were reviewed soon afterward.  Included in this review was a 

discussion of the CT construct in general and the evaluative qualities and quality level 

definitions addressed in the specific rubric. Specific items were discussed with a focus 

on scoring considerations that were consistent and reflected a common application of 

the rubric to the responses. At the end of the training session, a final set of additional 

items were scored (five or fewer, depending on results to that point) to validate any 

performance concerns had been adequately addressed.  All of the raters successfully 

completed the training and went on to score full item response sets. Scorer notes or 

questions from each training session were accumulated and used to inform subsequent 

scoring sessions to further solidify a common view of the rubrics and their application. 

These comments were also used to inform changes to the rubrics for phase 2 of each 

scenario. Specific examples or scorer questions are cited during the analyses of the 
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phase 1 results for each scenario later in this dissertation. A total of four scorers 

participated in the training. 

During scoring raters checked in every after 20 to 40 items at which time I reviewed 

time-on-task, scoring notes and scoring outcomes and answered any questions raised 

by the scoring team.  Scorers provided written questions in some cases, particularly 

when challenged to apply the rubrics during the first rubric development phase of each 

scenario. Such feedback included item specific comments for items they had scored.   

In every case the same pair of scorers scored both the development items and the 

testing items for a given scenario; a final set of validation scoring was done after the 

project was completed as additional confirmation of the results. The comparable 

backgrounds and common scorer training and scoring procedures describe here 

created the conditions defined in Jonsson and Svingby (2007, pg. 136) to maximize 

inter-rater reliability. 

The participation by the scorers in each scenario and phase was: 

• Scenario 1, Phases 1 and 2:  Scorer 1, Scorer 2 

• Scenario 2, Phases 1 and 2: Scorer 1, Scorer 2 

• Scenario 3, phases 1 and 2:  Scorer 2, Scorer 3 

• Validation round:  Scorer 4 scored Scenario 2, phases 1 and 2.  

After each rater completed their phase 2 tasks, a follow up questionnaire (see 

Appendix I for questions) was sent to augment the notes taken during training and 

scoring sessions to assess the degree to which the rubrics were perceived to support or 

hinder the scoring process.  The feedback from scorer notes, and the questionnaire 

results were examined to address the secondary research question as discussed in 

Chapter 7. The questionnaire queried scores explicitly on questions of a) the degree to 

which they found the rubrics overly specific or overly general, and b) the degree to 

which the rubrics form of expression and specific content had an impact on the 

efficiency or difficulty of the scoring work itself. 
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While not included in the data analysed for this study, inter-rater agreement rates for 

Scorer 4 (the most academically advanced scorer recruited) with Scorer 2 on Scenario 

1 and 2 item responses were characterized by QWK values of 0.9288 and 0.9465, 

respectively – the IRR perhaps benefiting from the total accumulated scorer notes. 

4.4 Research Design 

 
This chapter introduces three scenarios that provide context for the baseline examples 

of CR items and rubrics to be used in this study. Each of the three scenarios compares 

the performance of two scorers on a set of item responses using a generic, holistic 

rubric with the performance of two scorers on the same item responses using an item-

specific, content-centric rubric defined and optimised in the context of the RDF that is 

the subject of the research. Items have been sourced from a public data repository of 

holistically scored assessment items and an ongoing research project that teaches CT 

and AW, and in the process collects and holistically scores responses that are available 

for research. 

This research starts with scored items responses and in each case included the 

materials used in the assessment process such as the item passage(s), the student 

instructions, the item prompt and holistic rubric used to score the items, and the item 

responses and results of two scorers rating each response. Items were selected that 

provided sufficient structure and content to serve my purposes (e.g., they proposed a 

question with a prompt that was best addressed by making a claim and citing 

evidence; the item content supported a range of good and poor, better and worse 

variations of the claim it made; and for which a variety of specific elements of 

evidence were also available in the item materials to provide a suitable basis for 

scoring.)  

The process of the development and testing of new rubrics for each of the three 

scenarios is divided into a development phase and a testing or validation phase. Initial 

item-specific rubrics are defined based on the RDF identified in the prior chapter, with 

specifics of each element of the framework addressed during the initial rubric 

development phase of each scenario. Trial use, scoring, and analysis then informs 

some adjustments to the rubrics, which are more fully tested during the second phase 
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of work for a larger number of items. The methodology for comparing the differential 

performance of the two scorers using the same rubric for the same CT task responses, 

and for comparing the performance of scoring using different rubrics, is also 

explained in this chapter and the basis for the analyses in subsequent chapters.  

An overview of the research design is laid out in Table 4-3 below, which shows three 

scenarios with both development and testing phases. It is further illustrated in the 

schematic that follows in Figure 4-1. The general design of the RDF for CT 

assessment items was described in the previous chapter. This chapter describes the 

research design in terms of scenarios and phases. Chapter 5 develops the item-specific 

rubric for each scenario and describes and analyses the results of an initial scoring. 

This rubric development work concludes with scoring performance information from 

the application of the rubric, an analysis of the scoring results, and suggested 

refinements to the item’s RDF rubric. The refined form of the RDF rubric is applied to 

a larger test population and analysed in Chapter 6. 

  

Table 4-3 Three Scenarios, Two Phases 

Scenario number 
and name  

Phase 1: 
Development: Score 

with initial RDF 
rubric and compare 

to holistic scoring 

Phase 2: Testing: 
Score with revised 
RDF rubric and 

compare to holistic 
scoring 

Scenario 
measurement 

focus  
1: Winter hibiscus 
with RDF claim + 
evidence rubric  
  

 
40 item responses 

  

 
 120 item responses 

  

 Ability to 
articulate claim and 
identify associated 

evidence 
2: Harriet Tubman 
with RDF claim + 
evidence rubric 
  

  
40 item responses 

(shared with  
Scenario 3)  

 
80 item responses 

  

Ability to articulate 
claim and identify 

associated evidence 

3: Harriet Tubman 
with RDF A–G 
narrative elements 
rubric 
  

  
40 item responses 

(shared with  
Scenario 2)  

 
 80 item responses 

  

 Ability to follow 
AW instruction and 
narrative element 

guidance  

Note. RDF = rubric design framework. 
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Figure 4-1. Study Design: Three Scenarios, Two Phases 

 
 
Note. C+E = claim + evidence; HOL = holistic; RDF = rubric design framework; WH 

= Winter Hibiscus. 
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By translating the intention of the items to be scored with the new rubric, it maybe 

that they do not measure identical constructs. That said, the formulations are designed 

to sufficiently reflect the concerns and focus of the original items to provide some 

measure of utility in either validating this scoring approach or showing that—even 

when construct equivalence could be assured—the results are not sufficiently 

compelling to warrant further research and development.  

Validity in the Messickian tradition of comprehensive validity encompassing both the 

narrow or domain specific construct sense (Messick, 1980, 1989), but also in the 

larger, broadly conceived sense of validity as demonstrated through sensitive 

assessment construction ethical use of results (Messick, 1994, 1995), is a primary 

driver for this study. CT, problem solving, and argumentation skills and knowledge 

are best and most convincingly demonstrated when represented and measured in their 

execution by the examinee, rather than by the selection of responses from which these 

skills might be inferred.  Liu, Franel & Rohr (2014) identify the use of CR items for 

more authentic assessment of CT as a “major challenge” (p. 8) to designing critical 

thinking assessments, particularly in the context of item development costs, scoring 

cost and operational efficiency.  Rubrics that could improve CR items in terms of 

measurement, scoring efficiency or IRR might also increase the success rate or yield 

of in CR item development, lowering overall costs and improving the cost / benefit 

ration for CR assessment of CT. 

By identifying what part of a item response satisfies a given part of the evaluative 

criteria, it is possible to construct items and rubrics such that both the absence or 

presence of certain item response content satisfying a particular quality level 

definition could contribute to meaningful feedback. If different kinds of evidence are 

available to support a claim, and some or all are not included in the response, the 

deficiency can be described in terms of what evidence was not cited. And if a claim is 

only partially correct, it may be possible to specify what a better claim would have 

included. This approach informs the rubric specification task at hand and is a key to 

supporting the benefits that flow from expressing a rubric in this fashion. 
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4.5 Scenarios 

The first phase of work to be performed for each of the three scenarios described 

below is the development of a preliminary RDF rubric based on RDF rubric elements 

defined in the preceding chapter. Once a new RDF rubric is defined for a given 

scenario, it will be used to score a set of item responses for development purposes.  

Next the done with this rubric will be compare to holistic scoring of the same item 

responses, and the inter-rater agreement for RDF scoring will be reviewed as well. 

Following a consideration of the analyses of the scoring results, revisions are 

considered and described that address the findings from the analysis. A revised 

version of the RDF rubric is then defined to reflect the potential improvements and 

will be used in the subsequent testing phase for each scenario with a new, larger set of 

responses scored again by two scorers. The comparative analysis of scorer 

performance with the improved RDF rubric is then undertaken, followed by a analysis 

that compares the interscorer performance of the scoring from two scorers using the 

holistic rubric with the results achieved with the Phase 2 RDF rubric. These analyses 

are combined and considered across the full range of the three scenarios with the two 

kinds of rubrics, with discussion, analysis and conclusions the topics of the final 

chapter of this report. 

4.5.1 Scenario 1 – Winter Hibiscus – C+E Rubric 

The first scenario is based on the Winter Hibiscus item described in sections 4.2.2.1 

and 4.2.3. The original rubric was a generic, holistic writing rubric (with all the 

original Harriet Tubman item materials, including the source essay, the writing 

prompt and the rubric, in Appendix A) that asks the scorer to distinguish between 

‘irrelevant or incorrect responses’ (for a 0 score) and a response that (a) ‘addresses the 

demands of the question’; (b) ‘addresses the demands of the question, although it may 

not develop all parts equally’; and (c) ‘may show some evidence that some meaning 

has been derived from the text’, for 3, 2, or 1 points, respectively. While there is a bit 

more to the rubric, it is written this way so that it can be used unchanged on numerous 

other questions with different source material. As the central underlying analogy is 

central to what the story is about, a response to the prompt that neglects this aspect of 

the story entirely demonstrates a limited ability on the part of the student reader to 

understand the material at any real depth or to get beyond the literal words on the page 

and to grasp the full meaning of the passage.  
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To interpret the scores for their depth of CT, a new rubric was constructed. The item-

specific, content-centric rubric is focused on the most basic and common elements of 

CT skills assessment—the ability to articulate a claim or proposition, and the ability to 

support a claim with evidence. A new rubric stipulates that most of the points are to be 

awarded for the formulation of a claim that reflects the central underlying analogy of 

the passage, with lesser points for a subset of the full analogy, and minimal but 

nonzero credit for recognising the role of determination, effort, or growth in dealing 

with new challenges or circumstances. A lessor portion of the overall credit, about 

one-third, is awarded for citing evidence from the passage. The rubric identifies six 

kinds of evidence, each rewarded with a small credit, including specifics such as 

evidence that the winter hibiscus had adapted; that the winter hibiscus was related to 

the hibiscus they knew from their home country; or that the Saeng or her mother were 

adapting to their new environment (see Appendix D for the complete rubric for 

Scenario 1).  

The detailed, item-specific rubric includes subscore definitions for the CT aspects 

captured by the scoring (i.e., ‘Claim’ and ‘Evidence’ scores), and included elements in 

its definition (a final score formula) to reflect the initial 0-to-3-point scale, with 

appropriate level definitions in correspondence to the original rubric’s formulation. 

The original data source provided with this item and passage included some 1,772 

responses. Section 4.2.3 described how 40 item and 120 item response groups for 

rubric development and testing activities or phases for this scenario were created to 

represent a range of item response qualities (as measured by one of the holistic 

scorers) to ensure samples representative of the larger group. 

All these item responses were accompanied by two (and in some cases three) human 

scores on the 0–3 scale using the original generic rubric. As noted above, in both 

Phase 1 and Phase 2 groups, item responses were selected at random from groups that 

were evenly spread across the original holistic score range (where the original scores 

were themselves roughly evenly distributed across the range of the original holistic 

score range)—all with the caveat that the zero-scored item group was smaller than the 

others and much smaller after removing extremely short responses. 
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4.5.2 Scenario 2 – Harriet Tubman – C+E Rubric 

The second scenario is based on the Harriet Tubman item described in sections 4.2.2.2 

and 4.2.4. The original prompt for this item asks the examinee to make a specific 

claim about ‘the most important leadership characteristic’ that allowed HT to be 

successful, based on the materials provided. The original rubric for this item is a 

holistic rubric that includes elements of specificity to the HT item materials but 

remains subject to significant interpretation when applied by scorers to specific item 

responses. For example, the original rubric assigns a top holistic score for a response 

that ‘presents a thoughtful/insightful claim about the quality of leadership that was 

most essential in enabling Harriet to inspire the slaves’ and also presents ‘specific 

examples of several obstacles Harriet and the slaves faced and perceptively discusses 

how a key leadership quality helped Harriet overcome these obstacles’. In the manner 

of holistic rubrics, this rubric provides varying levels of description and score for 

lesser levels of ‘insightful claims’ and ‘examples’, but no specific guidance about how 

a scorer would deal with any particular combination of those attributes. But as is 

typical of generic rubrics, actual examples or an enumeration of what should be 

considered as evidence, or what evidence would apply to any of the seven traits 

described in the second passage, or any other specific guidance about facts or content 

important for use in argumentation and their relative importance, are left to the 

individual scorer’s judgement. 

Here the RDF-optimised form of the original rubric was designed to rewards a claim 

statement that responds to the prompt, which requires a ‘claim about the quality of 

leadership that was most essential in enabling Harriet to inspire the slaves’ and 

evidence to support such a claim. The original holistic rubric (Appendix D) defined a 

single score with six possible values for overall quality and provided between seven 

and 11 distinct quality level definitions for each of them—with no specific guidance 

about which overall score to select when a single response can be characterised by a 

collection of quality descriptions associated with different quality levels (e.g., a great 

introduction but no real claim; or where a single response both ‘gives examples of 

obstacles Harriet and the slaves faced and thoughtfully discusses how a key leadership 

quality helped Harriet overcome these obstacles’ indicating a score of 5, but also ‘has 

errors in the conventions of written English, many of which interfere with the author’s 

message’, indicating a score of 2). 
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To compare the original scoring with an RDF-inspired rubric, a new rubric was 

constructed with a target score range of 1 to 12, reserving 0 for unscorable responses 

and those that were off topic. A new more structured rubric was developed, guided by 

the RDF, to score this item; a one-page summary of this new rubric is shown the first 

page of Appendix E.  The rubric was structured to award up to 4 points for a claim 

that responded directly to the demands of the question (e.g., identification of a single 

trait from the seven traits in the secondary passage that was most responsible for HT’s 

success) and 8 points for citations of evidence from the materials to support the trait 

selected, reflecting that relative balance of factors noted in the essay scores for holistic 

scoring.  

4.5.3 Scenario 3 - Harriet Tubman – A - G Rubric 

Scenario 3 uses the anonymised item response data concerning the HT item from 

Scenario 2, augmenting it with additional data and context from the underlying 

writing intervention programme. This rubric will evaluate the item responses to 

determine how well the students conformed to the specific instructions regarding 

seven specific types of content they were advised to consider for inclusion when 

creating their responses. These instructions can be seen in the original rubric and 

materials in Appendix D and are summarized in the “A- G Summary Chart” on the 

first page of Appendix F. The narrative elements suggested were (a) making an 

explicit claim for the most important trait; (b) supporting the case for why the chosen 

trait was critical; (c) describing how HT’s response to life-threatening situations was 

similar to the responses of her followers; (d) describing how her response was 

different; (e) describing the ways in which HT was similar to her followers; (f) 

describing the ways she was different; and finally (g) identifying any conclusion or 

generalised lesson from these observations.  

For the purpose of this new rubric, I associated with the seven narrative elements the 

letters a through g; the RDF rubric I constructed for this exercise is therefore referred 

to as the ‘A Through G RDF Narrative Elements’ rubric. The same item responses 

scored for Scenario 2 are scored here in Scenario 3 but with this entirely new rubric. 

As we are scoring for the presence of these seven kinds of narrative elements or 

topics, the rubric defined seven subscores named with the letters a through g using a 

simple set of quality level descriptions.  During scoring, each response element 
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qualifying as reflecting the definitions of elements a–g were each awarded 1 point. 

One sentence could in some instances qualify in multiple categories. Most of the 

subscores were defined with a maximum value of 2 points, whereas two of the seven 

elements had a maximum score of 1 reflecting a judgement about the relative merits of 

the elements in the context of supporting a reflection of CT skills. Specifically, of the 

seven categories, the least frequently cited and perhaps least relevant to the primary 

task (describing what made HT an effective leader) were element E, ‘how was HT 

similar to her followers’ (as the focus was of course on what made her different); and 

element G, ‘what lessons could be learned’ from the story, which is generally 

tangential to the important trait identification task.  

This scoring was recorded at the sentence level; scorers were told to assign the first 

sentence of any multisentence narrative element as the locus of where a rubric element 

was satisfied in order to simplify data capture and reporting. The resulting raw score 

range using this rubric was therefor from 0 to 12, with five 2-point maximum value 

subscores and two 1-point categories.  

For Scenario 3, like Scenario 2, there were again 30 item responses scored for Phase 1 

and 60 item responses for Phase 2, of the same average 347 word count and 19 

sentence sentence count, and so on, as found in Scenario 2. 

4.5.4 Scenario summary 

The table below identifies the items and rubrics associated with the three scenarios 

and the appendix where each is located at the end of this report. 

Table 4-2. Items and Rubrics Associated With Three Scenarios 

Scenario 

Item 

name 

Original 

rubric 

Original 

instructions RDF rubric + instructions 

1 WH Appendix A Appendix A Appendix B (claim + evidence) 

2 HT Appendix C Appendix D Appendix E (claim + evidence) 

3 HT Appendix C Appendix D Appendix F (narrative elements 

A–G) 

Note. HT = Harriet Tubman; WH = Winter Hibiscus. 
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4.6 Holistic Rubrics and Artefacts 

While included in their entirety in the appendices, this section reviews and highlights 

the distinguishing characteristics of the original materials that support each of the 

three scenarios and serve as a starting point for understanding the research tasks that 

follow. 

4.6.1 Scenario 1 baseline artefacts 

4.6.1.1 WH item passage 

Appendix A presents the WH materials for the original item. It includes a passage, the 

prompt (which is all the instruction that is offered or required), and the rubric used for 

scoring. After the first page, which provides the URL to the Kaggle.com web site 

where the item materials are available for download, the next three pages contain the 

item’s passage: a short story, ‘Winter Hibiscus’ by Minfong Ho. The story of nearly 

1,400 words conveys a moment in time for an immigrant girl struggling with the 

changes her recent immigration has brought about. It includes a disappointment, an 

encounter with a flower that gives the piece its title, and a brief interaction with her 

mother on returning home from an unsuccessful driving test. It is clearly and 

evocatively written and operates on multiple levels.  

4.6.1.2 WH item prompt and rubric 

The fourth and final page of Appendix A includes three headings: Prompt, Rubric 

Guidelines, and Adjudication Rules. The brief rubric is a typical holistic, generic CR 

item rubric that provides minimal guidance to scorers, requiring considerable case-by-

case interpretation by the scorers. The rubric is contained in Figure 4-2. 

 

  



81 

 

 

Figure 4-2. Scenario 1 Original Holistic Rubric 

Rubric Guidelines 

Score 3: The response demonstrates an understanding of the complexities of the 

text. 

• Addresses the demands of the question 

• Uses expressed and implied information from the text 

• Clarifies and extends understanding beyond the literal 

Score 2: The response demonstrates a partial or literal understanding of the text. 

• Addresses the demands of the question, although may not develop all parts 

equally 

• Uses some expressed or implied information from the text to demonstrate 

understanding 

• May not fully connect the support to a conclusion or assertion made about 

the text(s) 

Score 1: The response shows evidence of a minimal understanding of the text. 

• May show evidence that some meaning has been derived from the text 

• May indicate a misreading of the text or the question 

• May lack information or explanation to support an understanding of the text 

in relation to the question 

Score 0: The response is completely irrelevant or incorrect, or there is no response. 

4.6.2 Scenarios 2 and 3 baseline artefacts 

The original HT item with its holistic rubric serves as the basis for Scenarios 2 and 3, 

where the new rubric scores the same item with different rubrics to assess different 

aspects of the same responses. The original item materials are included as Appendix C 

and contain several parts, some of which contribute Scenario 2 and others contribute 

to Scenario 3. 

4.6.2.1 HT item directions 

The Pathway Project Reading and Writing Assessment materials in Appendix C begin 

with directions and instructions that take the students through a series of exercises 

before writing the paper required by the assessment. These directions span the first 
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four pages. These initial instructions guide the students through a critical examination 

of the primary passage and the secondary materials on leadership, asking the student 

to think about the prompt they will answer. The instructions also provide questions to 

help the students think about the traits defined in the secondary leadership passage, the 

traits displayed by HT in the primary passage, and the way to organise these ideas so 

that they can become narrative elements in their required essay. This is important 

because although Scenario 2 will examine the responses from a claim and evidence 

perspective, Scenario 3 is intended to provide an alternate analysis of the degree to 

which the students’ writing reflects the thinking, instruction, and narrative elements 

advocated during the training phase of the assessment exercise. 

4.6.2.2 HT item primary passage 

The primary passage for the HT item is a four-page, 2,400-word excerpt from Harriet 

Tubman: Conductor on the Underground Railroad by Ann Petry. The passage 

provides a glimpse of HT’s work during the Civil War and describes how she made 

multiple journeys into the South to guide slaves to freedom. It recounts in particular 

one journey where she led a group of 11 enslaved people from inception and planning 

through the challenges and dangers along the way, to their ultimate achievement of 

freedom. The passage provides ample evidence of the common concerns and 

circumstances of HT and her followers, and of their differences in motivation, in drive 

and spirit, and in the ways they reacted to hardship and life-threatening situations. 

After the four-page story there is an additional page of vocabulary information.  

4.6.2.3 HT item ancillary passage 

The next two pages are devoted to an article entitled ‘Seven Qualities of a Good 

Leader’ by Barbara White. This article provides definitions for seven leadership 

qualities and serves as the basis from which students are to analyse HT’s most 

important leadership trait, as demonstrated and described in the primary passage. 

4.6.2.4 HT item prompt 

The item prompt is a full-page document that instructs students in some detail what to 

write (e.g., ‘write an essay in which you make a claim about ONE quality of …’) and 

what content should be included in the body of the essay. These instructions reinforce 
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the directions provided earlier and clearly direct the students to make a claim and 

support it with evidence. They further reinforce the direction to use the narrative 

elements defined earlier in the assignment. As a result, this study evaluates these 

responses from both of these perspectives using rubrics attuned to the criteria 

associated with each. 

4.7 Research Participants 

4.7.1 Student responses 

Anonymized student response data sources were described in sections  4.2.2.1 and 

4.2.2.2.  In short, for scenario 1 the graders are known to be from a particular school 

cohort that ranges across several years; for the data used in scearnios 2 and 3, the 

grade level cohort for the response writers is known and reported, and again, they 

represent a range of grade levels between 7 and 12 (in US primary education, typically 

12 to 18 year olds).  

4.7.2 Response graders 

Essay scores from the holistic rubric were provided as part of the data sets for the 

items used, and this scoring was used to satisfy the holistic rubric scoring data 

requirements for each scenario. Graders were recruited and trained to rescore these 

responses for each of the three scenarios using the newly devised RDF-based rubrics 

that were developed during this study. The raters were recruited directly and indirectly 

through the National Council on Measurement in Education’s8  Graduate Student 

Issues Committee from graduate students in assessment, CT, and AW at multiple 

institutions. Four raters were selected to assist with this work. One was an associate 

professor with 4 years’ teaching experience in English and social science and prior 

research experience with scoring essays and annotating text for natural language 

processing tasks. Another two were doctoral students in assessment with some 

experience teaching English and other subjects and scoring writing. The fourth scorer 

had both master’s and bachelor’s degrees in social science and 4 years’ teaching 

experience. 

 
8 See http://www.ncme.org/ 
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The protocol for selecting, training and managing the scorers during the scoring 

process was described in detail in section 4.3, above. 

 

4.8 Comparative Scoring Techniques   

 
The scoring under the varying scenarios was evaluated in multiple ways, including on 

the degree to which two scorers agree on their assigned scores to the same responses 

and on the range of scores provided by each scorer on the overall population of scores 

assigned. In addition, descriptive statistics are considered, such as average, median, 

distribution, min, max, and variance (or standard deviation) in the population of scores 

they each produce on the same set of item responses in aggregate, and on how closely 

their scores for the same item match at different overall score points/quality levels and 

in the face of different kinds of scoring challenges as signalled by their own comments 

or based on an analysis of the underlying sources of such differences generally in the 

data sets.  

The degree of match between two sets of scores and how they compare in terms of 

scores assigned to the same papers was assessed in four ways:  

• Confusion matrix. This visual representation shows in tabular form how 

many data points exist for each pair of measurements in a population of 

score pairs—scores measuring the same attribute on a scale of 1 to N 

displayed in an N × N table, with score values of 1 to N from Scorer 1 

labelling columns along the top axis, and score values of 1 to N from 

Scorer 2 labelling rows down the left side of the table. The values in each 

cell at column x, row y, represent the number of instances or observations 

that received a score of x from Rater 1 and y from Rater 2. Numbers down 

the diagonal, from top left to bottom right, represent the instances of 

agreement between the raters.  Score pairs more distant from this diagonal 

signal greater differences than score pairs nearer to it. 

• Quadratic weighted kappa (QWK). This number captures the degree to 

which one set of scores from one process or scorer agrees with another set 
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of scores for the same item responses. It characterises the variance between 

the two sets of values and provides an adjusted-for-chance measure that, by 

using quadratic weighting to emphasise the effect of differences that are 

greater in an exponential way, and provides a single scalar value to 

communicate something important about the degree of agreement between 

the two sets of numbers.  

• Agreement. For a population of N data point pairs, what proportion or 

percentage of that population has identical values from both raters? 

• Adjacency. For a population of N data point pairs, what proportion or 

percentage of that population has values that are identical each other or 

separated by a single point? Of course, with fewer points on a scale, the 

degree of adjacency due to chance is higher, as is the proportion of items 

that will necessarily be adjacent due only to chance. 

• Additional metrics.  Additional metrics are provided in the scoring data 

population descriptions and can comparisons, and include descriptive 

statistics such as average, median, and standard deviation to characterise a 

population of scores.  

  

Cohen’s Kappa, the unweighted Kappa variance measure, considers all non-matches 

as equally wrong / different; linear weight for distance measures between score points 

in other circumstances might be appropriate.  Note also that the Landis and Koch 

(1977) classification system for interpretation of kappa results classifies 0.0–0.20 as 

slight agreement; 0.21–0.40 as fair agreement; 0.41–0.60 as moderate agreement; 

0.61–0.80 as substantial agreement; and 0.81–1.00 as almost perfect agreement. These 

terms will be cited in discussing results in future chapters. 
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Chapter 5 Rubric Design Framework Development (Phase 1) 

This chapter reviews the holistic rubric, the initial development of an RDF rubric, and 

the results of the application of each of these rubrics by two scorers to an initial set of 

40 item responses for each of three scenarios defined earlier in this work. The goal is 

to consider the performance of the proposed RDF and RDF-based rubrics in terms of 

the goals for the RDF rubrics, and for the fundamental questions addressed by this 

research:  

• Can this scoring provide useful feedback, nuanced scoring that enables 

learning, and defensible rationales for scoring outcomes?  

• Does it support improved IRR, as compared to the holistic scores?  

The goal of the analysis in this section is also to identify potential improvements that 

can support these goals before applying the approach to a much larger number of item 

responses that will be studied in greater detail.  

Accordingly, the results of using the initial RDF rubric in each case are compared to 

the results of using the holistic rubric, both from the perspective of comparing the two 

sets of scoring outcomes as well as comparing the IRR performance in the two cases. 

As a result, adjustments are proposed to the RDF framework and each of the rubrics, 

which are then detailed and applied to larger item response data sets in the chapter that 

follows.  

5.1 Scenario 1: Winter Hibiscus 

5.1.1 Holistic rubric 

The holistic rubric for the WH, described and shown in Figure 4-, and included with 

all the other original item materials shown in Appendix A, was a simple 4-point scale 

that assigned a 0 for unscorable or off-topic responses. Otherwise, it was to be 

assigned a number between 1 and 3 to reflect the rater’s view that the response either 

(a) demonstrated at most a minimal understanding of the text and the task, and should 

be scored as 1 point; (b) addressed the demands of the task and went beyond the literal 

meaning of the text, and should be scored at 3 points; or (c) was somewhere in the 

middle and should be awarded 2 points.  
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Items were scored by two raters each using the holistic rubric, and both scores were 

provided with the original response samples. Some items include a third score where 

there is a discrepancy between the two human scores of greater than 1 point (on a 0 to 

3 point scale).  

5.1.2 RDF rubric 

The RDF-based rubric devised for Scenario 1 addresses the 10 aspects of the rubric 

design framework set forth in Section 3.4.  

5.1.2.1 High-level rubric definition  

The WH item was selected from the ASAP competition data store on Kaggle.com for 

use as a CT assessment item designed to measure an examinee’s ability to read and 

understand a literary text, to understand both explicit and implicit meaning, and to 

assess from evidence provided the most important elements being communicated by 

the passage. The item requires the student to make a claim about the passage (why it 

concludes as it does) and to support the claim by citing evidence from the passage. 

This rubric identifies item-specific, content-based indicators of quality to facilitate 

consistent and reliable scoring. The overall CT score is based on a combination of the 

quality of the claim and use of evidence, yielding a score of 1, 2, or 3 or, if 

unscorable/nonresponsive, 0. 
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Table 5-1. Scenario 1, Phase 1: High-Level Rubric Definition 

1. Rubric definition WH RDF critical thinking 

(a) Construct: skill, 
knowledge or capability 
measured 

Critical thinking: Understanding a literary text and the 
ability to make a claim and support it with evidence. 

(b) Audience  Student with 8 to 10 years of schooling who can read 
English as expected for this grade level. 

(c) How assessed The item consists of a literary passage of about 1,500 
words and a single prompt requiring the student to 
make a claim based on their understanding of the text 
and support it with evidence. 

(d) How scored A proper claim that recognises the implicit and explicit 
meaning of the text contributes at least 2/3 to the overall 
score, and partially correct answers allowed. Citation of 
evidence provides less then 1/3 of total credit.  

(e) Security/disclosure As the item requires the recognition of an implicit 
analogy, exposure of this rubric or the scoring key will 
make that information explicit and compromise the 
item’s utility outside of formative contexts. 

(f) Anticipated use An exercise to gauge a student’s ability to make 
inferences, articulate claims and cite evidence from an 
intermediate-level text. With robust feedback, students 
can learn from score reports any specific deficiencies 
identified in their response and how to address them. A 
single data point that can help gauge argumentation 
skill in a scenario that requires close reading. 

Note. RDF = rubric design framework; WH = Winter Hibiscus.  
 

5.1.2.2 High-level item structure 

The item used in Scenario 1 is comprised of a passage and a prompt. For purposes of 

measuring CT skills, this scenario includes one variation that scores the response to 

the passage and prompt with a holistic rubric and another variation that uses this 

rubric as defined in this section.  
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Table 5-2. Scenario 1 Phase 1: High-Level Item Structure 

2. Item definition WH Item: Passage, prompt and instructions 

(a) Passage The item uses a short story, ‘Winter Hibiscus’, by 
Minfong Ho. 

(b) Prompt The item instructs the student to read the passage and 
address a question about the author’s choice of final 
paragraph. 

(c) Instructions The prompt text includes instruction that the student 
should support their answer with details and examples 
from the story. 

Note. WH = Winter Hibiscus. 

 

5.1.2.3 Scoring criteria and level definitions 

The RDF criteria require explicit scoring criteria (or what Dawson, 2017, called 

‘evaluative criteria’), level descriptors, and level definitions. The initial RDF for 

Scenario 1 has the following scoring criteria, level descriptors, and definitions. The 

primary factor for scoring purposes is reflected in the points awarded for the 

recognition and articulation of the central underlying analogy in the passage. It 

requires the student to recognise implicit connections between topics in the passage. 

Points for full or partial recognition of the analogy and for relevant evidence are 

awarded and combined into a total raw score and scaled to yield a final scaled score 

on a 0- to 3-point scale, comparable to the holistic scores provided by the alternate 

scoring for this scenario. 

Table 5-3. Scenario 1, Phase 1: Scoring (Evaluative) Criteria 

3. Scoring criteria WH Item: RDF C+E rubric 

(a) Claim subscore Ability to recognise an analogy and articulate a claim  

(b) Evidence subscore Ability to articulate supporting evidence for reasoning 
Note. C+E = claim + evidence; RDF = rubric design framework; WH = Winter 

Hibiscus. 
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Table 5-4. Scenario 1, Phase 1: Level Description and Quality Level Definition 

3. Level descriptors Quality level definition (C+E) 

Claim subscore Choose the score that best fits the claim in the response. 
(a) Full 
credit/excellent claim: 
16 points 

(a) Full recognition of the underlying analogy 

(b) Partial recognition 
of the underlying 
analogy: 12 points 

(b) Recognition of the importance of adaptation for 
immigrants/WH  

(c) Partial recognition 
of some of the 
analogy: 8 points 

(c) Recognition of analogy between Saeng/immigrants 
and the WH 

(d) Recognition of one 
aspect of adaptation or 
determination: 4 pts 

(d) Recognition of the importance of growth, struggle, 
determination, or adaptation for survival 

(e) No recognition of 
the central underlying 
analogy  

(e) No recognition of the central underlying analogy in 
the story or any of its major aspects 

Evidence subscore One point for each 
(a) 1 point Winter hibiscus is different from the hibiscus they knew 

before. 
(b) 1 point Winter hibiscus’s flower not as pretty as the familiar 

one (different this specific way). 
(c) 1 point Winter hibiscus is strong enough, able to survive the 

winter/cold/snow (different this specific way from the 
familiar version). 

(d) 1 point Did what she had to do each day to give a good life to 
her child. Or Saeng is changing, beginning to 
experience her new environment as the new normal. 

(e) 1 point Persistence and determination are important. Adaptation 
is important, as survival is all important. Saeng is 
persisting/determined to survive. 

(f) 1 point The winter hibiscus here was still recognizable as 
related to the version they knew before; some aspects 
were the same: blood-red blossoms, five petals, long 
stamen, yellow pollen, feel of petal were ‘exactly as 
expected’.  

Note. C+E = claim + evidence; WH = Winter Hibiscus.  

 

5.1.2.4 Subscale score calculation formula 

For the claim score, the recognition that the response identifies the underlying analogy 

between the adaptation of the WH to its new land and Saeng (or the immigrants) to 

their new home results in a full score of 16 points, sufficient by itself for a top score. 
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Lesser scores for recognising parts of the analogy were attempted with this first 

iteration of the rubric. This rubric assigned scores for the claim, 0/4/8/12 or 16, which 

is by itself the claim subscore. The up to six points of evidence available for 

recognising component elements of the analogy are summed for the evidence 

subscore. The evidence subscore can result in a nonzero overall score for the student, 

even if the analogy itself is not recognised.  

5.1.2.5 Final raw score formula 

The final raw score for this item is simply the sum of the claim score and the evidence 

score, which is a number between 0 and 22 (16 + 6). 

5.1.2.6 Score scaling formula and descriptors 

Shown earlier as an example (see Table 3-2), the final score scaling formula for this 

item is shown as a table, translating the range of possible final raw score totals to a 

four point scale with a final descriptor as shown in Table 5-5. 

Table 5-5. Scenario 1, Phase 1: Final Score Scaling Formula 

Raw score 
range Final score Final score descriptor 

13–22 3 Strong evidence of recognising and understanding 
the central underlying analogy of the text. 

8–12 2 Some evidence of recognising and understanding the 
central underlying analogy of the text. 

1–7 1 Minimal evidence of recognising or understanding 
the central underlying analogy of the text. 

0  0 No evidence of recognition or understanding the 
central underlying analogy of the text. 

 

5.1.2.7 Score process, strategy, and design 

The item responses for this scenario were scored by two raters. As the responses were 

expected to be relatively short and there were a larger number of items to score, the 

labour required for the scoring was minimised by recording only the scoring 

judgements themselves and not (for this scenario only) the specific sentence (or 

starting sentence) where the response specifically satisfied a given rubric criterion. 

While this prevents score reports for this short responses from associating specific 

scoring decisions with specific sentences, a five-sentence paragraph ensures that the 
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location of the information used to make the scoring decision is relatively clear and 

less critical to the evaluation of the scoring and to the feedback provided to students. 

In the remaining two scenarios, when scorers awarded a point, the point was stored in 

a record that established an association between the supporting rubric quality level 

definition and the sentence or sentence sequence that was the basis for the award.  

Table 5-6. Scenario 1, Phase 1: Scoring Process 

7. Scoring process Strategy and design 

(a) How scoring decisions 
recorded 

For this relatively short-answer item, sentence–
response associations are not required. For Scenarios 2 
and 3, scoring decisions are recorded in association 
with a single sentence. 

(b) How scoring data are 
used to produce a score 
report 

The quality descriptors for the claim quality assigned, 
and the descriptors for any evidence points awarded, 
can be used to produce a report that shows these 
descriptions for each point awarded.  

(c) how meaningful 
feedback is produced 

The quality descriptors for each quality level or 
specific evidence point articulate why that factor is 
relevant to the overall score. All score reports can 
therefor include these quality level definitions as 
reflecting the rationale for the points awarded. Further, 
points not earned can be described as pathways to 
more complete responses. For claim points in Scenario 
1, less than full credit can be explained by including 
the descriptor for the level of credit assigned by the 
scorer. Similarly, the total number of points of 
evidence reflect the degree to which the claim was 
supported with evidence in the text. Additional 
feedback will be available in Scenarios 2 and 3, where 
scoring for longer responses is supported by sentence-
level sentence associations between score points from 
the rubric and the portion of the response responsible 
for the credit.  

(d) Adjudication In production use, scores by two scorers that differ by 
more than 1 point on the final scaled score are 
adjudicated by a third scorer who can review the 
detailed scoring judgements made by the initial scorers 
and construct a final score with its own individual 
subscore justifications for each point awarded.  

 

5.1.2.8 Scoring process implementation 

Scoring for all three scenarios of item responses and rubrics in this study was 

conducted by having two scorers working individually. Each scorer would begin by 
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reviewing the item and rubric details for a scenario, reviewing the scoring instructions 

that came with the spreadsheets (during the rubric development phase) and scoring 

web pages (in a scoring web application, for rubric testing phase). Each scorer would 

review an initial set of scored item responses prepared for instructional purposes, ask 

questions, and then undertake to score a test set for the first scenario and phase. After 

a review and discussion, scorers were then given additional guidance and more trial 

items to score or moved directly to scoring sets of items until their work was 

completed. All scorers scored at least one scenario including both development and 

testing phases, typically in batches of 40 item responses. 

As one objective of this study was to examine IRR when using the RDF-based rubrics, 

there was no need to adjudicate differences in scores assigned by two raters when they 

were not equal. Instead, these differences were studied in detail to understand how the 

rubrics or feedback might be improved and to address the other research questions in 

the study. As the scoring process for all the scenarios was the same from an 

operational perspective, this aspect of the RDF for other items will refer to the 

description here.  

5.1.2.9 Format and content of score reports 

Rudimentary score reports created in Scenario 1 displayed each item response with 

associated meta-data (item and item response identification, rubric used) and points 

awarded by each scorer at each assigned quality level designation for each evaluative 

criterion or subscore. For Scenario 1, the scoring and feedback included a claim score 

for one of four quality levels (including zero) and an evidence score that reflected a 

tally of up to six points, one for any of six kinds of evidence. The reports showed for 

each of these summary-scored item responses,  

• score points awarded for the claim (the claim subscore) and the associated 

quality level descriptor for that score; 

• total evidence points recorded for any of the six evidence categories, and 

the total raw score and the final scaled score for each item; and  

• the full text of the response for each item.  
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Ideally, end user reports developed for production use with this rubric would be based 

on the more robust scoring data capture used for Scenarios 2 and 3, which would then 

be able to associate specific feedback for specific sentences and kinds of evidence 

cited.  As this was the first item scored, the automated system for capturing scoring 

data was not yet complete and most scores were captured on paper forms – so reports 

that could associate feedback with specific sentences could not be generated as 

sentence level scoring was not captured for Scenario 1.  

While end user reports were outside the scope of this study, samples of the kinds of 

reports that could be generated from the information retained from the item delivery 

and scoring process are included in the discussion in the final chapter of this thesis. 

5.1.2.10 Exemplars 

For scorer training purposes, production use of this item would be supported by a 

robust set of scored examples at various levels of quality. An initial set of 40 scored 

items from this scenario was used in training for all scorers which provided a solid 

basis for understanding the scoring process and the structure of the kind of rubrics 

used in all three scenarios. The scoring for these examples was further refined when 

necessary for cases where the rubric was refined ahead of the test scoring phase of the 

project. As documented in the discussion of the development phase for each of the 

rubrics, these adjustments were relatively minor and generally reflected unexpected 

item response content or insufficient specificity in the quality level definitions 

themselves. Little changed as a training tool in the discipline of applying the rubric to 

a response.  

Exemplars could be useful in production use as a way to recalibrate scorers whose 

judgements begin to drift from their original experience and consensus judgements. 

Some exemplars could be useful for student education, providing on a post-test basis 

additional samples of robust claim statements and explicit evidence citations in a now-

familiar context. That said, sharing exemplars in many cases could compromise the 

utility of an assessment item for some future use cases (e.g., high-stakes assessment, 

or tests are designed to be time constrained, where pre-knowledge of an item could 

significantly advantage an examinee).  
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5.1.3 Holistic scoring results 

Scenario 1 uses the scoring from the original holistic rubric (see 5.1.1) for this item 

for 40 selected item responses. These same items are to be scored using the newly 

devised RDF-based rubric as described in the next section. The original scores for the 

item responses included in Scenario 1, Phase 1, are presented below in a confusion 

matrix (Table 5-7) which shows how many item responses received each of the 16 

possible combinations of scores from Rater 1 and Rater 2 (labelled H1 and H2).  

Table 5-7. Scenario 1, Phase 1: Holistic H1 vs. H2 Score Comparison 

Note. H1/H2 = human raters. 

 

The holistic scoring for this item had a 50% interrater agreement, with no instances of 

scores being more than 1 point apart. The interrater agreement statistics for this initial 

set of item responses scored with the holistic rubric had a QWK of 0.6537. Adjacent 

agreement, defined as scores no more than 1 point apart, was 100%. This scoring 

serves as a baseline for comparison to the RDF scoring in later sections. The 

comparatively low QWK score that accompanies these high rates of agreement 
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reflects the small scale used (0 to 3) and significant possibility of chance agreement 

between two raters.  

5.1.4 Initial RDF scoring results  

The RDF scores for two raters scoring the Phase 1 set of 40 item responses for 

development purposes with the initial RDF rubric defined above (see 5.1.2) are shown 

in the confusion matrix (Table 5-8). The results were similar to the results for the 

holistic rubric, with some notable differences. The scorers using the holistic rubric 

show a 50% accuracy or exact agreement rate, as compared with a 63% exact 

agreement rate for the RDF scorers. With the RDF rubric, the most noticeable 

interrater disagreements were for the three item responses that showed a difference 

between the scorers of 2 points, a difference that did not occur using the holistic rubric 

which had a 100% “equal or adjacent” match rate. Another notable difference is the 

higher prevalence of zero scores from the RDF scoring. Both of these differences are 

analysed in the next chapter.  

Table 5-8. Scenario 1 Phase 1: RDF C+E H1 vs. H2 Score Comparison 

 
Note. C+E = claim + evidence; H1/H2 = human raters; RDF = rubric design 

framework. 
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5.1.5 Phase 1 Holistic versus RDF rubric results side by side 

A summary description of the comparative results for the holistic and RDF-based 

rubric scoring for Scenario 1 is shown side by side in Table 5-9.  

The holistic rubric produced a score distribution concentrated between the scores of 2 

and 6, while the RDF rubric produced 4.5 times as many scores in the 0 to 1 range, as 

shown in Figure 5-1. As the focus of the holistic rubric was more on the form of the 

response and the command of English writing than on the content and substance of the 

claim. Accordingly, fewer zero scores were expected. That is, RDF scorers could 

award 0 scores for essays with reasonable writing if, for example, the response simply 

retold the story in the passage and failed to make a claim or cite evidence in response 

to the demands of the prompt, whereas the holistic rubric rewarded form without 

regard to specific content expectations. 

The score distribution across the 0- to 3-point scale used for both the holistic rubric 

and the final scaled score of the RDF rubric and the comparison of the IRR for the two 

rubrics are summarised in Table 5-9 and Figure 5-1. 

Table 5-9. Scenario 1, Phase 1: Holistic vs. RDF Scoring Comparison 

Interrater (H1 vs. H2) and 
distribution comparisons Holistic rubric RDF rubric 

Number of item responses 40 40 
Accuracy  50% 63% 
Adjacent agreement 100% 93% 
QWK 0.6537 0.7073 
QWK standard error 0.1430 0.1302 
Average score 1.93 1.4 
Standard deviation 0.85 1.01 
Median score 2 1 
Note. H1/H2 = human raters; RDF = rubric design framework. 
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Figure 5-1. Scenario 1, Phase 1: Holistic vs. RDF Score Distribution 

Note. These results are analysed in the context of the rubrics in Chapter 6. HOL = 

holistic; RDF = rubric design framework; WH = Winter Hibiscus. 

 

5.1.6 Scoring analysis 

The distribution of the scores from the RDF rubric scoring reflect, in their lower 

mean, and median, and the higher proportion of 0 scores, the more precise scoring 

criteria as compared to the holistic rubric criteria. The average number of sentences 

for responses in this group was 7.7; the median response length in number of 

sentences was seven, with three responses reaching 14 sentences and the longest 

response composed of 17 sentences. When scoring procedures were originally 

envisioned, the starting pool of responses had an average of only five sentences per 

response, so for this scenario, sentence-specific scoring was not undertaken.  

IRR measures for the RDF scoring outcomes, as compared to the holistic scoring IRR, 

were both slightly above and slightly below the high level of exact agreement, 

adjacent agreement, and QWK as evidenced by the holistic scores; the RDF scores 

having 64% exact match, 93% adjacent agreement and a QWK of 0.7073 as compared 

with 50%, 100% and 0.6537, respectively. Overall, this level of IRR shows a rough 

equivalence between the two sets of scores.  
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Based on the feedback from scorers in the form of questions as to how to apply the 

rubric to specific responses, during scorer training, while scoring and from the post-

scoring questionnaire (see Appendix I), and a review of differing scorers’ evaluations 

of the same responses during the Phase 1 scoring exercise, some adjustments were 

made to the rubric that were designed to improve the quality and reliability of the 

scoring without compromising the potential for useful scoring feedback.  

Three factors contributed to differences in scoring between the two scorers that related 

to the structure and content of the RDF rubric’s specification, as described more 

generally in the prior section: 

• ambiguity around the specified variations in less than complete recognition of 

the underlying analogy between Saeng and WH raised the issue of partial 

claim complexity; 

• ambiguity around the degree to which evidence must be explicitly cited when a 

supporting observation is included in the response raised an issue around the 

citation of evidence; and  

• ambiguity around dealing with extraneous or incorrect and contradictory 

content in a response that set itself off against evidence or claim aspects that 

were creditworthy raised issues with extraneous content or misconceptions. 

Examples of rater feedback which was included on scorer notes that  (contributed to 

these observations include: 

• "Inventing analogy between winter hibiscus and Saeng's rough patch not 

supported by evidence.”  This reflected that a response claimed an analogy 

between Saeng and the WH, but not one which clearly fit into any of the 

development phase “partially correct” quality level definitions.  

• "Mentioned ‘start to become customed to her new country’ - indicates 

adaptation, although not stated" is a case of the scorer trying to determine how 

much to infer in a response. 
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• “she wants to take the test again - this could indicate persistence but its linked 

it to the geese”, one of many responses that contained analogies involving the 

migration of the geese that were unsuccessfully supported by evidence. 

5.1.6.1 Partial claim complexity  

In the case of partially correct statements of the underlying analogy of adaptation by 

Saeng and the WH, the claim subscore portion of the rubric was simplified to have 

only three values, not four: 16 points for recognition of the full analogy – that both 

WH and the immigrants need to adapt to a new place; 10 points for recognising a 

parallel between Saeng and WH of any sort, or for recognising the adaptation of 

Saeng or the WH; and 4 points for only citing the importance of determination or 

struggle. An example of partial claim complexity is illustrated in Figure 5-2. 

Figure 5-2. Item Response 9523: Ambiguous Analogy 

Item Response 9523:  
In the concluding statement Saeng states that “when they come back In the spring, 

when the snows melt and the geese return and this hibiscus is budding, then I will 

take the test again.” The author concludes the story with this passage because she is 

using the hibiscus as an example of survival. The hibiscus is from another place like 

her, and she is using it to represent her well-being in the new place. In a way she is 

saying, If the hibiscus survives this winter, than so will I. I believe she uses this as a 

conclusion to depict her unsure nature towards her new home. 

 

Figure 5-2 includes language that compares Saeng to the WH, noting they are both 

‘from another place’; it also explicitly connects the hibiscus survival to Saeng. The 

response has a focus around survival without any suggestion of adaptation, and 

mentions the geese returning and even Saeng’s ‘unsure nature towards her new home’ 

without citing related evidence. In the initial trial scoring, one scorer rating this claim 

as worthy of 8 points; the other, 12. Among the 40 claim scores in this phase, there 

were also three cases of interrater difference on partial versus full credit scores for the 

claim, further suggesting a more general ‘partial credit’ for recognising comparison 

between Saeng and the WH as important, when not specific to the idea of adaptation, 

could be simplified and clarified for more consistent scoring and simplifying the 

associated feedback (e.g., ‘recognition of an analogy or implied relationship between 
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Saeng and the WH without noting specifically the important parallel adaptation 

element’).  

5.1.6.2 Citation of evidence  

To address confusion over citation of evidence, the language in the rubric was 

modified and rubric instruction was clarified to make explicit the requirement that 

evidence cited in the response should actually be used as intended - to support some 

aspect of the underlying analogy of the narrative - that Saeng or the WH had to evolve 

or adapt to survive; that this struggle would require work and sustained effort; or that 

change and adaptation was essential to survival because the environment had changed.  

An example of ambiguous citation of evidence is illustrated in Figure 5-3. 

Figure 5-3. Item Response 9343: Citation of Evidence 

Item response 9341: 
In the last paragraph of the story, the author concludes the story like that because 

the author means to say that the hibiscus is the symbol of overcoming obstacles. For 

example, Saeng’s mother says ‘Its flowers aren’t pretty, but it’s strong enough to 

make it through the cold months.’ This is a symbol to overcome obstacles as a 

flower is strong enough to make it through the cold months, in which the weather is 

rough. In Saeng’s case, she is a girl who will make it in a foreign country. Thus, in 

the last paragraph, when Saeng vows silently to herself that she will take the drivers 

test again when the snow melts (writers over) and the hibiscus is budding, she uses 

the hibiscus as a symbol of overcoming the obstacle of failing the test. That is why 

the author decided to end the story with that last paragraph. 

 

This item response includes explicit parallel statements connecting Saeng and the 

WH, but the analogy is clouded by the focus on ‘symbols’ and the generic idea of 

‘overcoming obstacles’ rather than any explicit suggestion of growth, change, or 

adaptation. The penultimate sentence is also nearly an exact quote from the passage, 

together with the second sentence; nearly half the content of this response (65 of 149 

words) is text lifted directly from the passage. Within those copied aspects, retelling 

the story, one scorer saw no explicit analogy stated nor evidence to support it. Another 

scorer read the response to imply the relationship and saw three points of evidence in 
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the mentions of (a) WH is different from the one they knew – not as pretty; (b) WH 

strong enough to make it through the winter; and (c) Saeng’s vow as evidence of 

determination. This and similar differences in scoring evidence suggested that the 

RDF rubrics should be as specific as possible about how to score responses in terms of 

implicit and explicit content. The degree to which a reader can or should make 

inferences from the response should be addressed to ensure a common understanding 

of what the scores mean, and should be consistently reflected in instructions, prompts, 

and support materials. At the same time, the overall weight of the score elements in 

this case—up to 16 points for the claim, and 6 points for evidence—serves to 

reinforce the CT focus of the exercise: If the claim is weak or missing key elements, it 

is lacking in a way that no amount of evidence can address. 

5.1.6.3 Extraneous content and misconceptions  

In the initial scoring, raters were sometimes confused about how to address material in 

a response that seemed to contradict the otherwise correct and valid (scorable) parts of 

the response. In other cases, misconceptions and errors in fact (e.g., misinterpretation 

of the item content) sparked questions from scorers about how such information 

should affect scoring (e.g., Should scores be lowered? Should points for evidence that 

is contradicted within a response be given less weight?). 

An example of ambiguous citation of evidence is illustrated in Figure 5-4. 

Figure 5-4. Item Response 9402: Misconceptions and Contradictions 

Item Response 9402. 
Including the bit about taking the test again when the ‘hidiscus is budding’ provides 

a sense of closeur and lesson to an otherwise open ending. Saeng fails the drivers 

test early in the story, then on her way home she buys a hibiscus. The reader really 

doesn't see a connection until this last paragraph. The hibiscus represents 

perserverence and strength. After a harsh winter this hibiscus can bloom again and 

and continue to live. Even after moving from Vietnam, and struggling to adapt, 

Saeng must recover, and keep trying. Just like the flower blooming again, so will 

Saeng. She will take the test a second time and pass. She will adapt to her 

environment, and keep going, just like the hibiscus. 
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This item response first asserts a claim about the reason for the closing paragraph, in 

response to the prompt. Subsequent text in the response shifts through alternative 

theories and different kinds of evidence, but ultimately crystalises the best solution in 

the final sentence.  

Figure 5-5. Item Response 8870: Misconceptions and Contradictions 

Item Response 8870. 
I believe that the author concludes the story with this paragraph because the 

paragraph helps bring to story to a closing. In the paragraph she is basically saying 

when the geese return and my flower is budding I’ll be prepared enough to take the 

test. She’ll be prepared because she’ll be adapted enough and she’ll have 

experienced enough just like the plant and the geese. She Is comparing her life to 

the lives of the geese and the life of her flower. 

Another item response that illustrates the potential for claims or evidence to include 

correct and incorrect elements simultaneously is shown in Figure 5-5. The response 

claims an analogy between Saeng and the geese (who migrate annually) as well as the 

WH (which has adapted to a new environment). Part of this response is spot on; the 

analogy with the geese is at best not obvious. The assertation that the geese and the 

WH gained experience or have adapted are not supported by evidence within the 

response, although the passage provides explicit support for the adaptation of the WH 

to Saeng’s new home. 

Different approaches to scoring such a response will be suitable for different purposes. 

The intent of the RDF rubric for this item is as much to educate as to evaluate, and so 

scoring instructions for this item with a formative focus were updated to explicitly 

communicate the preferred scoring of ‘best interpretation possible’ for explicit 

information, with reasonable discretion about implied aspects to a response. In other 

situations—for example, as part of a summative or mastery exam for CT—the RDF 

rubric should set expectations not only around what the response expectations are, but 

around what constitutes evidence of CT development and how contradictory or 

incorrect assertions, logic, and evidence should be addressed by the scoring. 
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5.1.7 Scenario 1 RDF rubric adjustments 

The observations above contributed to some small changes to the first version of the 

rubric described earlier in 5.1.2. Partial claim complexity was addressed by a direct 

adjustment to the rubric between the development and testing phases, such that the 

middle tier of claim recognition was simplified, resulting in four, not five, score 

distinctions, as shown in Table 5-10 (as compared to the top Claim Subscore section 

of Table 5-4). 

Table 5-10. Revised Claim Quality Level Definitions 

3. Level descriptors Quality level definitions (C+E) 

Claim subscore: Choose the score that best fits the claim in the response. 
(a) Full credit/excellent 
claim: 16 points 

(a) Full recognition of the underlying analogy 

(b) Partial recognition of 
the underlying analogy: 
10 points 

(b) Recognition of the importance of adaptation for 
immigrants or WH; or a significant analogy between the 
two in their struggle, growth, or accommodation to their 
new surroundings 

(c) Recognition of one 
aspect of adaptation or 
determination: 4 points 

(c) Recognition of the importance of growth, struggle, 
determination, or adaptation for survival 

(d) No recognition of the 
central underlying 
analogy  

(d) No recognition of the central underlying analogy in 
the story or any of its major aspects 

Note. C+E = claim + evidence; WH = Winter Hibiscus. 

 

Citation of evidence issues were also addressed by clarifying the instructions included 

as part of the quality level definitions for the evidence subscore quality levels. This 

change is shown in a revised version of the evidence portion of Element 3 of the RDF 

in Table 5-11. The original version of the evidence sub-score “Quality level 

definitions” for this rubric are shown bottom Evidence Subscore in section of Table 

5-4 in Section 5.1.2. 
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Table 5-11. Revised Evidence Quality Level Definitions. 

3. Level descriptors Quality level definitions (C+E) 

Evidence subscore One point for each. Evidence must be explicitly cited in 
support of reasoning or a claim statement, or directly 
and clearly implied. 

(a) 1 point Winter hibiscus is different from the hibiscus they knew 
before. 

(b) 1 point Winter hibiscus’s flower not as pretty as the familiar 
one (different this specific way). 

(c) 1 point Winter hibiscus is strong enough, able to survive the 
winter/cold/snow (different this specific way from the 
familiar version). 

(d) 1 point Did what she had to do each day to give a good life to 
her child. Or Saeng is changing, beginning to 
experience her new environment as the new normal. 

(e) 1 point Persistence and determination are important. Adaptation 
is important, as survival is all important. Saeng is 
persisting/determined to survive. 

(f) 1 point The winter hibiscus here was still recognizable as 
related to the version they knew before; some aspects 
were the same: blood-red blossoms, five petals, long 
stamen, yellow pollen, feel of petal were ‘exactly as 
expected’.  

Note. C+E = claim + evidence. 

 
Extraneous content and misconception issues were considered and discussed with all 

scorers. The decision for this exercise was to score for credit specified in the rubric. 

Had the rubric specified individual or general misconceptions for which negative 

credit would be applied, or even used according to a specific raw score calculation 

formula for negative credits awarded for specific misconception subscores, the rubric 

would have been applied. The rubric was clarified via instructions to the scorers that 

the task was to award credit for claims and evidence supporting those claims but to 

ignore for this exercise material that was incorrect, extraneous, or not relevant to the 

scoring. This direction was sufficient to resolve the issue in all cases, and no explicit 

change was made to the rubric as a result.  
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Scoring instructions were emphasised in personal interactions to reinforce the fact that 

credit should be awarded for proper evidence that was cited with explicit purpose or 

clearly implied purpose. Scorers were also warned that simple regurgitations of the 

story in the primary passage, with multiple quotes seemingly done as if in response to 

a request to summarise the material, should not be scored as if they were used to 

introduce evidence or further reasoning.  
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5.2 Scenario 2: Harriet Tubman: Claim and Evidence 

In Scenario 2, HT item responses are scored with both the holistic rubric that was part 

of the original item materials and with a newly devised ‘claim plus evidence’ (C+E) 

rubric. The HT C+E rubric is drawn from the specific directive in the prompt to make 

a claim about the one quality of leadership that was most essential in enabling Harriet 

to guide the slaves to the North and the general directions to support the claim with 

evidence: ‘and support your main ideas with evidence from both reading selections’. 

The writing intervention programme for which these assessments were designed 

explicitly ties AW to CT, as seen in the directions, instructions, and other item 

materials included as Appendix C. 

5.2.1 Holistic rubric 

The holistic rubric for the HT item is included as Appendix D. The rubric defines a 6-

point scale with quality level descriptors as follows: 

• 6, Exceptional achievement 

• 5, Commendable achievement 

• 4, Adequate achievement 

• 3, Some evidence of achievement 

• 2, Little evidence of achievement 

• 1, Minimal evidence of achievement 

At each of these quality levels, there are several quality definitions that address the 

expected content and quality with a variety of layered adjectives that in some cases 

characterise how the rater might evaluate qualities of the writing (insightful/thoughtful 

vs. reasonably thoughtful vs. adequate for a claim statement) and in other cases 

indicate the quantity of specific kinds of content coupled with related subjective 

quality descriptors (e.g., discusses specific examples of several obstacles, vs. 

perceptively discusses examples of obstacles, vs. thoughtful discussion of examples). 

Additional examples include thoughtfully analyses a lesson, adequately analyses a 

lesson, and may provide a superficial lesson; and perceptively considers what 

characteristics, thoughtfully considers what characteristics, and considers what 

characteristics. The complexity of the scoring challenge and the degree of variability 

and individual judgement that are required to assign a single score to a three- to five-

paragraph response (averaging 19 sentences), is further illuminated by the 
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consideration of the number and range of these distinct quality definitions assigned at 

the various levels of the overall quality descriptor. Certainly, the assessment of each 

of the attributes captured by the individual quality level definitions will vary for the 

same response, and the rubric provides no guidance as to the relative weight of the 

varying dimensions. The number of quality definitions for each level of the unitary 

item response quality levels in this holistic rubric is shown in Table 5-12.  

Table 5-12. Scenario 2: Number of Holistic Rubric Quality Definitions by Level 

Quality level/descriptor Number of quality definitions 

6, Exceptional achievement 11 

5, Commendable achievement 11 

4, Adequate achievement 10 

3, Some evidence of achievement 10 

2, Little evidence of achievement 8 

1, Minimal evidence of achievement 7 

 
In the actual scoring of the item responses with the holistic rubric (as will be shown in 

Section 5.2.3, Table 5-20), the two raters’ scores were in exact agreement or were 

only off by only 1 point for all 40 items scored on the six-point scale. While this is 

potentially surprising, I noted that the scoring judgements provided by the staff that 

run the writing intervention programme could be influenced by a number of factors, 

including 

• natural collinearity of the observed traits in the item responses themselves;  

• shared practice and training; or  

• the use of exemplars and/or shared values among the raters. 

Any of these factors could tend to equalise the judgements required to assign a single 

overall score when multiple levels of score descriptors are satisfied by different parts 

of a single response. 
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5.2.2 RDF rubric 

The RDF-based rubric devised for the HT item in Scenario 2 is shown below, 

addressing the 10 aspects of the rubric design framework set forth in Section 3.4.  

5.2.2.1 High-level rubric definition  

The RDF-based rubric for this scenario is a two-part, C+E rubric similar to the RDF 

rubric for Scenario 1. The prompt for this item requires the student to make a claim 

and support it with evidence. Accordingly, this scenario has two subscores, one for 

claim and one for evidence, as in Scenario 1. Based on the instructions provided, 

which called for the choice of a ‘most important leadership trait’, the directive for this 

challenge was to support the claim with evidence from the passages and to illustrate 

the claim with multiple examples. As a result, the balance or relative weights of the 

subscores for this rubric reflect the requirements of the prompt, with a distribution 

between the points awarded for the claim and the points awarded for evidence shifted 

to reflect the greater emphasis on evidence. In particular, the challenge may be 

supported by the student’s explanation of why a particular trait was chosen and further 

illustrated by citing direct support from several examples in the text. This rubric 

assigns an overall CT score based on the combination of the quality of the claim and 

the use of evidence, yielding a score on a scale of 0 to 6, comparable to the holistic 

score range. 

For this detailed RDF rubric, the initial choice was to allocate 4 points for a clear and 

comprehensive claim, leaving room for partial credit for claims that had flaws (as 

explained more fully below in the quality level definitions). This rubric allocates a 

maximum of 8 points for evidence, giving twice as much weight to evidence as to the 

claim. This reflects that the rubric accepts any of the seven traits defined in the 

auxiliary passage as an answer, placing more focus on the form and completeness of 

the claim (e.g., does it specify one single most important trait, as directed, or merely 

cite an important trait?) while requiring several examples to support whatever trait is 

chosen. These evidence claims could associate the reason for the choice with many 

possible events and circumstances in the primary passage; allowing up to eight 

separate bits of evidence was a useful way to get a comparative measure of levels of 

evidence across responses of very different levels of depth and engagement. The 
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initial plan was to report these scores on scale comparable to the original 6-point 

scale. 

Table 5-13. Scenario 2 Phase 1: High-Level Rubric Definition 

1. Rubric definition HT RDF critical thinking (C+E) 

(a) Construct: skill, 
knowledge or capability 
measured 

Critical thinking: Understanding a historical account 
described in story form and an informational text (on 
leadership), and synthesise these two so as to draw 
inferences from which to make a claim and support it 
with evidence. 

(b) Audience  Student with 8 to 10 years of schooling who can read 
English as expected for this grade level. 

(c) How assessed The item consists of (a) a story passage illustrating the 
work of Harriet Tubman to help free slaves from the 
South during the time of the American Civil War; (b) 
informational text on leadership traits; (c) a challenge 
prompt that requires understanding and synthesising 
information from both sources; and a set of instructions 
for addressing the challenge in the desired response. 
The challenge requires the student to make a claim and 
to support the claim with evidence. 

(d) How scored A proper claim that addresses the demands of the 
prompt will make a claim based on the definitions in the 
auxiliary passage and support the claim with 
information and examples from the primary passage. A 
well-formed claim will be awarded 1/3 of the total 
potential score for the item, and citation of evidence 
will account for the other 2/3 of the scores. The prompt 
includes suggestions for the kinds of evidence expected 
that will focus the scoring work.  

(e) Security/disclosure The selection of a specific trait or specific evidence for 
a given example will not by itself compromise the 
utility of this item, but if the goals for its use include 
some sort of comparative ranking or performance 
among a population of students, students with pre-
exposure to the challenge or exemplary responses will 
have an advantage over students without such 
foreknowledge—particularly in settings that are time 
limited. For formative use, these concerns are muted 
beyond the usual concerns that some students will 
memorise rather than learn and internalise the 
knowledge.  
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1. Rubric definition HT RDF critical thinking (C+E) 

(f) Anticipated use An exercise to gauge a student’s ability to synthesise 
data from multiple sources, make inferences, articulate 
claims and cite evidence from an intermediate-level 
text, both historical and informational. With robust 
feedback, students can learn from score reports how to 
address any specific deficiencies identified in their 
response.  

Note. C+E = claim + evidence; HT = Harriet Tubman; RDF = rubric design 

framework. 

 

5.2.2.2 High-level item structure 

The item used in Scenario 2 is composed of a primary passage that contains a 

narrative describing a historical figure in action; an auxiliary passage that is an 

informational text on leadership traits; a prompt that requires an examinee to 

understand and synthesise information from both artefacts; and instructional materials 

that provide guidance on how to organise and present appropriate content to respond 

to the demands of the prompt.  

Table 5-14. Scenario 2 Phase 1: High-Level Item Structure 

2. Item definition HT item: Passages, prompt, and instructions 

(a) Primary passage The item uses a passage, ‘The Railroad Runs to 
Canada’, from Harriet Tubman: Conductor on the 
Underground Railroad, by Ann Petry. 

(b) Auxiliary passage The item uses a short paper, ‘Seven Qualities of a Good 
Leader’, by Barbara White. 

(c) Prompt The item includes a one-page prompt with background, 
writing instructions, a prompt question, and instructions 
for both the body and the conclusion of the desired 
response.  

(d) Instructions The instructions come in the form of a four-page 
document with heading ‘Pathway Project Reading and 
Writing Assessment’. 

Note. Item is included in Appendix C. HT = Harriet Tubman. 

5.2.2.3 Scoring criteria and level definitions 

The RDF criteria require explicit scoring (or evaluative) criteria, level descriptors and 

level definitions. The initial RDF for Scenario 2 has the following scoring criteria, 

level descriptors, and definitions. The primary scoring factors are reflected in the 
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points awarded for synthesising the information provided into a clear and direct claim 

in response to the prompt. Points for partially formulated claims are allowed. A fully 

conforming claim statement identifies a single trait from the several defined in the 

auxiliary passage as the most important to HT’s success. The quality level 

descriptions and definitions for the claim subscore are shown in Table 5-16. Evidence 

supporting this claim is also required, and based on the instructions, specific aspects 

of the item content can be anticipated as contributing to the supporting evidence. The 

evidence level descriptions and quality level definitions are shown in Table 5-17. 

Claim and evidence scores are also calculated and combined for a final score on a 1- 

to 6-point scale, comparable to the score report from the holistic scoring. 

Table 5-15. Scenario 2 Phase 1: Scoring (Evaluative) Criteria 

3. Scoring criteria HT Item: RDF C+E Rubric 
(a) Claim subscore Ability to synthesise information and articulate a claim  

(b) Evidence subscore Ability to articulate supporting evidence for reasoning 

Note. C+E = claim + evidence; HT = Harriet Tubman; RDF = rubric design 

framework. 

 

 

Table 5-16. Scenario 2, Phase 1: Claim Subscore Quality Level Definitions 

3. Level descriptors Quality level definitions (C+ E) 

Claim subscore  
(a) Full credit: 4 
points 

(a) A single trait from the auxiliary passage is identified 
as the most important leadership trait that helped HT 
succeed. 

(b) No credit: 0 points (b) The response fails to identify the most important 
leadership trait that helped HT succeed. 

(c) Most credit: 3 
points 

(c) A single trait is identified and described as 
important to HT’s success, but an explicit ‘single most 
important’ declaration is absent. 

(d) Partial Credit 1 or 
2 points 

(d) Responses that identify multiple traits, or that 
identify a trait or traits not part of those identified in the 
auxiliary passage, may get partial credit depending on 
the clarity of their claim and the coherence of their 
reasoning. 

Note. C+E = claim + evidence; HT = Harriet Tubman. 
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Table 5-17. Scenario 2, Phase 1: Evidence Quality Level Definitions 

3. Level descriptors Quality level definitions (C+ E) 
Evidence subscore Evidence to support the claim for a most important trait  

1 to 2 points Most examples will be 1 point; strong or well-
developed citations of evidence and reasoning can be 2 
points. 

Evidence such as 
HT’s 

Actions or choices that manifest, support or reflect the 
indicated trait as asserted in the response 

 Observations of differences between HT and her 
followers that contribute to the quality/leadership 
success  

 Observations of similarities between HT and her 
followers, common characteristics that (as explained by 
the writing) contribute to the quality/leadership success 
 

Note. C+E = claim + evidence; HT = Harriet Tubman.  

 

5.2.2.4 Subscale score calculation formula 

The claim score is marked on a 0 to 4 scale based on the factors above. Evidence used 

in supporting the claim generates 1 or 2 points per citation, to a maximum of 8 points. 

The claim score and the sum of the evidence points represents subscore totals; added 

together they represent a total scaled score. 

5.2.2.5 Final raw score formula 

The raw score formula sums the subscores, resulting in scores between 0 and 12.  

5.2.2.6 Score scaling formula and descriptors 

The final score scaling formula divides the 0 to 12-point scale score by 2, rounding up 

to a whole number and using the whole number result, giving a final scaled score of 0 

to 6. The scores then rest on the same scale as the original 6- point scale and can use 

the same six quality level descriptors as shown in Table 5-18 below - recognising that 

the value from scoring in this case is derived from the specific identification of 

response elements that are credited with claim or evidence qualities that respond to the 

prompt, rather than a holistic assessment of a rater across a dozen or more factors of 

unspecified weight. 
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Table 5-18. Scenario 2, Phase 1: Final Score Descriptor 

Final score Final score descriptor 

6 Exceptional achievement 
5 Commendable achievement 
4 Adequate achievement 
3 Some evidence of achievement 
2 Little evidence of achievement 
1 Minimal evidence of achievement 
0 Nonresponsive 

 

5.2.2.7 Score process, strategy, and design 

The item responses for Scenario 2 are to be scored by two raters, who assign score 

points for specific evaluative criteria (subscores) to specific sentences in the response 

text. The purpose of recognising a location for each score point is to associate the 

feedback for a given point with a specific part of the response to enhance the utility 

and meaning to the feedback. When the exact locus of an observation, claim, or bit of 

reasoning is developed over many sentences or in a clause within a single sentence, 

the entire first sentence that contributes to the rater’s assessment that something 

scorable was found is chosen as the location for the purpose of pointing the score 

report user to the proximate source of the contribution.  
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Table 5-19. Scenario 2, Phase 1: Scoring Process 

7. Scoring process Strategy and design 

(a) How scoring 
decisions are recorded 

Scoring decisions for either claim or evidence points 
were recorded in association with a specific sentence in 
the response. These indicate the number of points 
awarded (1 or 2 for evidence points; 0 to 4). 

(b) How scoring data are 
used to produce a score 
report 

With the point-to-sentence associations captured during 
scoring, scoring reports can be generated that enumerate 
the value and location of each claim or evidence point 
awarded to a response.  

(c) How meaningful 
feedback is produced 

By having distinct subscore points awarded to specific 
elements of the response, and recording these 
associations, the rationale for the scorers’ judgements 
can be reported and analysed. Students will see where 
credit was awarded and aspects of the rubric that were 
satisfied (and not), providing explicit and implicit 
feedback to each aspect of the response. 

(d) Adjudication Third scorer adjudication will be used for discrepant 
(more than 1 score point on a 6-point scale) scores. 
 

 

5.2.2.8 Scoring process implementation 

The item scoring process used across the three scenarios was described in Scenario 1 

(Section 5.1.2.8). Scoring for Scenarios 2 and 3 differed only by the capture at the 

point of scoring the specific sentence within an item response where the text satisfies a 

specific rubric criterion (or quality level definition).  If the relevant text spans multiple 

sentences, the association is with the first sentence in the group.  Such associations are 

stored for every point awarded by the scorer. With this additional information 

captured, item responses scoring can be more discretely examined, and score reports 

can provide more information to students, teachers, and other audiences as described 

in the following paragraphs. 

5.2.2.9 Format and content of score reports 

The score reports created for Phases 2 and 3 add a significant layer of detail to the 

scoring by showing specifically which part of a response satisfied which part of the 

rubric, rendering scoring more explainable and providing explicit feedback to 

students. Unearned points can help explain deficiencies in responses, while specifying 

which sentence met which quality level criterion affords students a learning 
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opportunity and gives instructors more accessible information about what a student 

knows and can do. Although end user reports that include diagnostic and feedback 

detail were not developed as part of this study, detailed score reports were generated 

to detail all item response content to rubric connections. With these detailed reports, 

differences between scorer decisions on the same item responses were revealed, which 

allowed the rapid evolution of rubric improvements to address situations where either 

a rubric quality level definition or an item response itself revealed ambiguity that 

refinements to the rubric could clarify. Although end user reports were outside the 

scope of this study, examples of the sort of reports enabled by capturing this scoring 

data, with or without sentence-level scoring detail, are included in the final chapter of 

this thesis. 

5.2.2.10 Exemplars 

As explained in Scenario 1 (Section 5.1.2.10), exemplars were not created and 

formalised during this rubric development study but would be an excellent addition to 

the item and rubric information used for items of this kind planned for production use. 

Items selected for training in this study, which included sample item responses across 

the range of possible scores, would provide a useful starting point for establishing a 

set of exemplars for this item prior to large-scale deployment. 

5.2.3 Holistic scoring results  

Scenario 2 uses scoring from the original holistic rubric (see 5.1.3) for this item for 40 

selected item responses. These same items will also be scored using the newly devised 

RDF-based rubric as described in the next section. The original scores for the item 

responses in Scenario 2, Phase 1, are presented below in a confusion matrix (Table 

5-20), which shows how many items received each of the many possible combinations 

of scores from Rater 1 and Rater 2 (labelled H1 and H2).  
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Table 5-20. Scenario 2, Phase 1: Holistic H1 vs. H2 Comparison 

 
Note. H1/H2 = human raters; HT = Harriet Tubman. 

 

The writing intervention programme of which this assessment is a part is itself part of 

a long-running programme at many universities across the United States. This writing 

programme is run annually and is staffed by a dedicated group of writing and English 

instructors. Their close agreements on scoring, while perhaps surprising given the 

breadth and range of the written rubric, reflects years of practice in the application of 

their materials to the course. 

The holistic scoring for these item responses had a 55% interrater agreement, with no 

instances of scores being more than 1 point apart across the entire 6-point scale. 

Accordingly, the interrater agreement statistics for this initial set of item responses 

scored with the holistic rubric had a QWK of 0.9080. Adjacent agreement, defined as 

scores no more than 1 point apart, was 100%. This holistic scoring serves as a baseline 

for comparison to the RDF scoring in later sections. 
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5.2.4 Initial RDF scoring results 

The RDF scores for two raters scoring the same 40 item responses as were scored with 

the holistic rubric in the prior section were also scored with the initial RDF rubric 

defined above (5.2.2). The results of this scoring are shown in the confusion matrix 

(Table 5-21) below. The RDF scoring for HT items with the claim plus evidence 

rubric were broadly similar (but less in agreement) to the scoring with the holistic 

rubric, with lower levels of exact and adjacent agreement (40% and 78%, as compared 

to 55% and 100%). The RDF scorer comparison showed a reasonably high level of 

overall agreement (QWK of 0.7919, though lower than the very high QWK observed 

for scorer agreement of 0.9269 for the holistic rubric). The RDF IRR measure was 

somewhat lower than for the holistic score but still above thresholds typically used to 

validate operational items for production use in high stakes testing (e.g., a QWK 

exceeding 0.70, per Williamson, Xi and Breyer, 2012, p. 7). In comparing the scores 

using the two rubrics across their range of results, a general drift toward lower overall 

scores from the RDF rubric is visible, expected by virtue of the more exacting scoring 

criteria as compared to the holistic rubric. The scoring results are more fully reviewed 

and analysed in the following sections. 
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Table 5-21. Scenario 2, Phase 1: RDF Scorer Comparison 

Note. H1/H2 = human raters; RDF = rubric design framework. 

 

5.2.5 Phase 1 holistic Versus RDF rubric results side by side 

Table 5-21 reveals three clusters of two score pairs with difference of 2 or more points 

(score pairs outside the exact and adjacent central band) for further exploration. A 

summary description of the comparative results for the holistic and RDF-based rubric 

scoring for this first phase of Scenario 2 is shown in Table 5-22. These results are 

analysed in the context of the two rubrics in the following sections.  

As shown by the score distributions in Figure 5-6, the RDF rubric resulted in 

somewhat lower scores for this sample of 40 items (e.g., the mean and median were 

both significantly lower). This was expected insofar as the RDF rubric is focused on a 

claim and evidence that satisfies specific criteria, whereas the holistic rubric considers 

a broader range of concerns and includes such factors as general writing mechanics. 

This difference is highlighted in Figure 5-6, which shows that scores 3 and 5 (on a 6-

point scale) are the most frequently assigned scores by holistic rubric graders, whereas 
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the score most frequently assigned on these same responses by RDF rubric scorers 

was 0.  

Table 5-22. Scenario 2, Phase 1: Holistic vs. RDF Scoring Comparison 

Interrater (H1 vs. H2) and 
distribution comparison 

Holistic rubric  RDF rubric  

Number of item responses 40 40 
Accuracy  55% 40% 
Adjacent agreement 100% 78% 
QWK 0.9080 0.7919 
QWK standard error n/a n/a 
Average score 3.58 2.9 
Standard deviation 1.57 2.10 
Median score 3.5 3 

Note. H1/H2 = human raters; QWK = quadratic weighted kappa; RDF = rubric design 

framework. 

 

Figure 5-6. Scenario 2, Phase 1: Holistic vs. RDF Score Distribution Chart 

 
Note. C+E = claim + evidence; HOL = holistic; HT = Harriet Tubman; RDF = rubric 

design framework. 

  

5.2.6 Scoring analysis 

As with Scenario 1, the distribution of the RDF rubric scores for Scenario 2 reflects, 

in their lower average and median score values, the results of applying more specific 

and rigorous scoring criteria to the responses. In addition, and again as was seen in 
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Scenario 1, the RDF scoring results in a greater number of 0 or very low scores reflect 

responses that seem to ignore the demands of the prompt, typically in the form of 

story-telling responses that essentially summarise the passages rather than respond to 

the prompt or challenge question.  

A detailed review and comparison of subscores (points awarded for claim and 

evidence) focused on item responses for which subscore differences were greatest. 

The 10 item responses with more than a 1-point subscore difference in either category 

included nine responses with a 2 or more point difference in evidence subscores and 

one item response with such differences in both claim and evidence subscores.  

The differences in evidence score generally had their roots in poor writing, making 

scoring judgements more difficult, as some scorers were willing to infer more than 

others. Three specific kinds of challenges were noted during the review. The first and 

most frequent was the question of how explicitly evidence needed to be called out as 

evidence, rather than simply stated as support, to earn credit. The second challenge in 

scoring evidence related to the role of reasoning and when this should be part of the 

credit for the evidence citation. Finally, the one instance of a significant difference in 

claim scores assigned went directly to the issue of ‘if asked for a single trait, is it 

acceptable to respond with three traits, or in some other way’, which different scorers 

might resolve differently in the absence of specific directions.  

The three examples below illustrate these scoring challenges that inspired minor 

adjustments to the specificity of the rubric:  

• How strictly the response should adhere to the specific demands of the prompt, 

particularly with regard to the claim (Item Response 3572);  

• Ambiguity around how explicitly evidence must be cited when used to support 

the claim (Item Response 3661); and  

• How explicitly evidence must be connected by reasoning to a claim, 

particularly when errors in language use, spelling, and grammar obscure the 

point being made (Item Response 3536). 
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An example noted by scorers in their commentary on scoring for these responses is 

that two scorers said, with slightly different wording, “partial credit for claim of 

courage” –when the rubric did not specifically address the selection of a trait other 

than the seven defined in the auxiliary passage. One gave 1 out of 4 points for the 

claim; another gave 3. As a result, the claim score quality levels were augmented to 

provide common guidance for this and related situations.  

5.2.6.1 Demands of the prompt  

This challenge is illustrated by Item Response 3572 in Figure 5-7, in which, rather 

than failing to identify a specific trait, or to identify more than one trait, the response 

invented an entirely new trait—a situation not anticipated explicitly in the rubric. 

Figure 5-7. Item Response 3572, Demands of the Prompt 

Item Response 3572. 
 
Harriet Tubman was a brave woman conducting the underground railroad. From the 

southern plantations she guided slaves into freedom. There were big concequences 

if she got caught, but she still did it anyway. 

I think the most essential quality of leadership that enabled Harriet to guide slaves 

into freedom was curage. It takes alot of curage to do what she in her time. Most 

people today would not have the curage to do what Harriet Tubman has done for the 

slaves. 

 

The instructions and the prompt itself (as reproduced in Appendix C) indicated, in all 

caps and bold, that the student was to read the Barbara White article and make a claim 

about one quality of leadership. The rubric’s Claim Subscore Quality Level 

Definitions in Table 5-16, which specifically addressed the selection of two or more 

traits, was accordingly augmented to specifically note that selecting traits not part of 

the Barbara White essay was nonresponsive. 

5.2.6.2 Implicit use of evidence  

This challenge is illustrated by the scoring for Item Response 3661, the second 

paragraph of which is illustrated in Figure 5-8. 
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Figure 5-8. Item Response 3661, Implicit Citations 

Item Response 3661, paragraph 2: 
 
Harriet tubman best quality of leadership is steadfastness. We can learn from her to 

always keep a cool head and to keep on going when there is a bad situation. Harriet 

and her followers share common they were all slaves, they all went to get out of 

danger. They came throught obstacles like when they had to walk to get some 

shelter and food. The first farm they came didn’t let them get in ad they had to walk 

tired exhausted and hungry more so they could make it to the other. 

 
 

This paragraph follows a long introductory paragraph that includes a sentence that 

begins ‘The most quality of leadership was most essential in enabling Harriet to guide 

the slaves to the north was steadfastness because …’. This follow-on paragraph shown 

in Figure 5-8 begins with a faint echo of that claim, albeit one that does not parse well. 

The sentences that follow are somewhat broken but could be read as conveying by 

example why HT had to be steadfast. It was not marked off with a specific citation 

such as ‘An example of when HT had to be steadfast…’, but the proximity and 

cadence of this second paragraph can reasonably be seen as citing evidence to support 

the claim. Equally, it could be seen as a somewhat jumbled bunch of nonsense whose 

exact meaning and intent could only be guessed at. The two evidence scores for this 

item reflected more or less these two extremes. 

Many of the writing samples that gave rise to the most challenging scoring issues 

demonstrated a limited command of the standards and conventions of standard written 

English. After more consideration, and given that the focus of the assessment is to 

have the student demonstrate their ability to make a claim and support it with 

evidence, I decided to improve the language of the evidence quality level definition 

(see Evidence Quality Level Definitions in Table 5-17) with regard to the evidence 

subscores. The desired result is to make specific that if the writing is not clear or 

evidence is not cited explicitly or implicitly by the specific context, then the scorer 

should not make assumptions about the writer’s intent or meaning but score what is 

directly on the page—which may well mean that specific evidence that could be cited 

for credit will not be credited if it is not cited. 



124 

5.2.6.3 Reasoning and evidence  

This challenge is illustrated by the scoring for Item Response 3536, produced in part 

below. The final sentence of the paragraph provides the reasoning that illuminates the 

use of the observation that HT could safely sleep with her followers, who she at times 

had to threaten, to support the argument that confidence was essential to trust and, in 

turn, to her effectiveness as a leader. 

Figure 5-9. Item Response 3536, Reasoning and Evidence 

Item Response 3536, from second paragraph (of four). 
 
Also, they had trust with each other. Like said in the biography, During the trip, 

Harriet would suddenly hall asleep. The slaves could have run away, go back, leave 

her, killed her, or stolen something, but they didn't; they waited patiently until she 

awaken. It was the trust that build up from the confidence that maintained them 

together. 

 

In many instances reasoning statements were counted as evidence by some scorers and 

not others. As a result, the evidence quality level definitions in the rubric (Table 5-17) 

were enhanced to make explicit that such reasoning statements could be germane and 

counted toward evidence in a response.  

5.2.7 Scenario 2 RDF rubric adjustments 

As noted in the examples above, the three kinds of errors noted in the analysis result 

in additional notations in the RDF quality level definitions for both claims and 

evidence to improve overall consistency in score and support the assessment’s focus 

on CT-related construct elements. To recap, they were additional annotations on the 

claim quality level definitions as described and shown in Table 5-23 (which updates 

Table 5-16), and additional annotations on the evidence quality level definitions as 

described and shown in Table 5-24 (which updates Table 5-17). 
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The nature of the rubric adjustements described above include: 

Claim subscore changes: 

• Claims for traits not included in the secondary passages are not responsive to 

the demands of the question, and so not credited. 

Evidence subscore changes: 

• While citations of evidence are not required to include language such as ‘the 

evidence of X come from the observation Y because of Z’, evidence should be 

clearly connected to its use and reasoning and not depend on the readers’ own 

intuition. 

• Reasoning itself can be cited as part of the evidentiary support to the claim.  

These changes are reflected in the ‘additional notes’ section at the bottom of the 

updated RDF element tables below. 

Table 5-23. Scenario 2, Updated Claim Quality Level Definitions 

3. Level descriptors Quality level definitions (C+E) 

Claim subscore  
(a) Full credit: 4 
points 

(a) A single trait from the auxiliary passage is identified 
as the most important leadership trait that helped HT 
succeed. 

(b) No credit: 0 
points 

(b) The response fails to identify the most important 
leadership trait that helped HT succeed. 

(c) Most credit: 3 
points 

(c) A single trait is identified and described as important 
to HT’s success, but an explicit ‘single most important’ 
declaration is absent. 

(d) Partial credit: 1 or 
2 points 

(d) Responses that identify multiple traits, or that 
identify a trait or traits not part of those identified in the 
auxiliary passage, may get partial credit depending on 
the clarity of their claim and the coherence of their 
reasoning. 

Additional notes 
(added for Phase 2) 

Claims for traits not included in the secondary passages 
are not responsive to the demands of the question. 

Note. C+E = claim + evidence; HT = Harriet Tubman. 
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Table 5-24. Scenario 2: Updated Evidence Quality Level Definitions 

3. Level descriptors Quality level definitions (C+E) 

Evidence subscore: Evidence to support the claim for a most important trait  
1 to 2 points Most examples will be 1 point; strong or well-

developed citations of evidence and reasoning can be 2 
points 

Evidence such as HT’s Actions or choices that manifest, support or reflect the 
indicated trait as asserted in the response 

 Observations of differences between HT and her 
followers that contribute to the quality / leadership 
success  

 Observations of similarities between HT and her 
followers, common characteristics that (as explained by 
the writing) contribute to the quality/leadership success 
 

Additional notes (added 
for Phase 2) 

While citations of evidence are not required to include 
language such as ‘the evidence of X comes from the 
observation Y because of Z’, evidence should be clearly 
connected to its use and reasoning, and not depend on 
the reader’s own intuition.  
 
Reasoning itself can be cited as part of the evidentiary 
support to the claim if it does so in the judgement of the 
scorer. 

Note. C+E = claim + evidence; HT = Harriet Tubman. 

 

5.3 Scenario 3: Harriet Tubman: Narrative Elements 

In Scenario 3, HT item responses are compared when scored with both the holistic 

rubric that was part of the original item materials and with a newly devised ‘narrative 

elements’ rubric. The HT narrative elements rubric is drawn from the directives within 

the item training, instructions, and prompt that defined specific content requirements 

(or suggestions) for the response: (a) identify the key quality of leadership; (b) discuss 

why it was so important to her and the other slaves’ survival; (c) discuss how HT’s 

response to life-threatening situations was similar to the reactions of her followers; (d) 

discuss how HT’s response to life-threatening situations was different from the 

reactions of her followers; (e) what HT has in common with her followers; (f) what 

differences allow HT to emerge as a leader; and (g) what general lesson can be taken 

from this story. The idea that these elements were essential parts of the task was 

initially defined by the first four pages of instruction used in classroom exercises of 
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which this assessment is a part (see ‘Pathway Project Reading and Writing 

Assessment’, Appendix C), reinforced by the classroom-based exercises where each 

of these narrative elements were discussed and explored (and part of written 

assignments), and finally restated in the section of the prompt entitled ‘In the body of 

your essay’ immediately above the text box used for the writing prompt. 

By including Scenario 3 in this study, with its more generalised narrative elements 

rubric requirements, I consider the relative success in applying the RDF framework to 

content-centric, item-specific content beyond the common core of CT attributes 

related to claim and evidence. This provides an additional lens through which to 

review the quality of an AW assignment, the impact of specific aspects of the 

instruction, and more information about the effectiveness of the writing intervention 

as a whole. A consideration of the similarities and differences between scores from the 

distinct rating exercises is therefore included among the concluding analyses 

conducted and discussed in later chapters.  

As there are seven distinct narrative elements called out for inclusion in this writing 

exercise, this rubric is also referred to as the Narrative Elements A–G Rubric, or A–G 

for brevity.  

5.3.1 Holistic rubric 

The holistic rubric for the HT item, also used in Scenario 2, is included as Appendix 

D. This rubric was reviewed in detail in 5.2.1, for Scenario 2, and also serves as the 

baseline against which RDF scoring for these narrative elements will be compared. 

5.3.2 RDF rubric  

The RDF-based rubric devised for the HT item in Scenario 3 is shown below, 

addressing the 10 aspects of the rubric design framework set forth in Section 3.4. 

5.3.2.1 High-level rubric definition  

The RDF-based rubric for this scenario is a seven-part ‘narrative elements’ rubric 

designed to assess the degree to which the item responses follow the guidance and 

instruction for the content. These instructions accompany the AW coursework and are 

included in the class instruction leading up to the item administration. They were also 
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repeated within the body of the prompt itself. They are meant to encourage the 

development of a range of ideas to be synthesised and incorporated into the response. 

This rubric checks for this breadth of topic coverage, awarding progressively more 

points to responses that include proportionally more aspects of all seven content 

categories. Some topics—such as how HT is different in ways that contribute to her 

success—warrant more focus than the guidance directed at encouraging the response 

to include lessons learned as they more directly contribute to the AW subject itself. 

The original rubric was scored on a 1 to 6 scale. This rubric awards 1 or 2 points in up 

to seven categories, for a maximum of 12 points, with a final scaling operation to 

place the score on a 6-point scale similar to the holistic score scale. This allows some 

level of comparability to both the RDF C+E rubric and to the original holistic, more 

general quality-of-writing rubric. 

For this detailed RDF rubric, the initial choice was to allocate 1 or 2 points for each of 

seven categories, with two of the categories least directly contributing to the choice of 

trait and differentiating factors—the ‘lessons learned’ and ‘how is HT most like her 

followers’— limited to 1 point. The other factors were weighted at 2 points to create a 

maximum of 12 points.  

 
Table 5-25. Scenario 3, Phase 1: High-Level Rubric Definition 

1. Rubric definition HT RDF narrative elements (A–G) 

(a) Construct: skill, 
knowledge or capability 
measured 

The rubric assesses the degree to which the student 
included the full range of recommended content types 
in the response provided. This can be used to assess the 
correlation between stronger responses and following 
these specific recommendations and also provide some 
feedback to the teachers as to the impact of their 
instructional materials on the students’ decisions about 
their responses. 
 

(b) Audience  Students with 8–10 years of schooling who can read 
English as expected for this grade level. 
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1. Rubric definition HT RDF narrative elements (A–G) 

(c) How assessed The item consists of a story passage illustrating the 
work of Harriet Tubman to help free slaves from the 
South during the time of the American Civil War; 
informational text on leadership traits; a challenge 
prompt that requires understanding and synthesising 
information from both sources; and a set of instructions 
for addressing the challenge in the desired response. 
The instructions define seven kinds of content and ask 
the student to consider using the full range of content 
types in their responses. 
 

(d) How scored Scorers assign points to content by identifying which of 
the seven content types are present in the response and 
score a 1 or 2 based on the number and depth of 
observations of each type. These point allocations are 
attributed to individual sentences. For the expression of 
an idea that is composed of contributions from multiple 
sentences, the points will be associated with the first 
sentence of the group. 
 

(e) Security/disclosure The rubric that generally reveals that the response will 
be scored in part based on the degree of coverage 
provided in the response of the recommended topics in 
the content of the response should not impact the utility 
of the assessment. Detailed disclosure of the specific 
weights of different categories or how the narrative 
elements are defined, beyond what is already provided 
in the training and item materials, is not necessarily 
harmful, nor likely useful.  
 

(f) Anticipated use This item is both an assessment of information 
synthesis and related critical thinking activity, as well 
as a mechanism to assess the impact of a particular set 
of instructional interventions in support of the 
argumentative writing task itself. This exercise overall 
will help gauge a student’s ability to synthesise data 
from multiple sources, make inferences, articulate 
claims, and cite evidence from an intermediate-level 
text, both historical and informational.  

Note. HT = Harriet Tubman; RDF = rubric design framework.  

5.3.2.2 High-level item structure 

The high-level item structure is the same as described in Section 5.2.2.2; the table of 

information containing this description is repeated here for convenience (Table 5-26). 
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Table 5-26. Scenario 3, Phase 1: High-Level Item Structure 

2. Item definition HT Item: Passages, prompt and instructions  

(a) Primary passage The item uses a passage, ‘The Railroad Runs to 
Canada’, from Harriet Tubman: Conductor on the 
Underground Railroad, by Ann Petry. 

(b) Auxiliary passage The item uses a short paper, ‘Seven Qualities of a Good 
Leader’, by Barbara White. 

(c) Prompt The item includes a one-page prompt with background, 
writing instructions, a prompt question, and instructions 
for both the body and the conclusion of the desired 
response.  

(d) Instructions The instructions come in the form of a four-page 
document with heading ‘Pathway Project Reading and 
Writing Assessment’. 

Note. HT = Harriet Tubman. 

 

5.3.2.3 Scoring criteria and level definitions 

The RDF criteria require explicit scoring (or evaluative) criteria, level descriptors, and 

level definitions. The initial RDF for Scenario 3 has the following seven scoring 

criteria, each with their own level descriptors and definitions. Points awarded for each 

narrative element category are either 1 or (in five of seven cases) 2. The total points 

across all evaluative criteria, limited by each evaluative category maximum value, are 

added together for a final score on a 0–12-point scale. This final raw score is 

transformed to a final scaled score of 0 to 6 points for comparability to both the C+E 

rubric and the holistic rubric for these item responses.  

 
Table 5-27. Scenario 3, Phase 1: Scoring (Evaluative) Criteria 

3. Scoring criteria HT item: RDF A–G rubric 

(a) Claim or ‘a’ subscore Does the response identify a key quality of leadership 
that is responsible for HT’s success? (2 points) 

(b) Reasoning or ‘b’ 
subscore 

Does the response describe why the chosen quality of 
leadership was selected? Does it include reasoning from 
observations? (2 points)  
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3. Scoring criteria HT item: RDF A–G rubric 

(c) Similar reactions or 
‘c’ subscore 

Does the response identify common reactions between 
HT and her followers to life-threatening situations? (2 
points) 

(d) Differing reactions or 
‘d’ subscore 

How were HT and her followers’ reactions different to 
life-threatening situations? (2 points)  

(e) How is HT like her 
followers? 

What does HT have in common with her followers? 
(max 1 point) 

(f) How is HT different 
from her followers 

What differences allow HT to emerge as a leader? 
(2 points)  

(g) Lesson subscore Does the story provide a lesson from HTs acts of 
courage? (max 1 point for lessons) 
 

Note. HT = Harriet Tubman; RDF = rubric design framework. 

 

 

Table 5-28. Scenario 3, Phase 1: Level Description and Quality Level Definition 

3. Level descriptors Quality level definitions (A–G) 

(a) Subscore a, 2 points (a) Identification of key trait. Additional points for 
clarity, or reasoning and context 

(b) Subscore b, 2 points (b) Reasoning and discussion supporting the claim 

(c) Subscore c, 2 points (c) HT’s similarity in response to life-threatening 
situations 

(d) Subscore d, 2 points (d) HT’s differing response to life-threatening situations 

(e) Subscore e, 1 point (e) What does HT have in common with her followers?  

(f) Subscore f, 2 points (f) How is HT different from her followers, in ways that 
help her succeed?  

(g) Subscore g, 1 point (g) Lessons learned from HT’s acts of courage 

Note. HT = Harriet Tubman. 

 

5.3.2.4 Subscale score calculation formula 

Each narrative element subscore for each category is scored as 1 or 2 points, as 

indicated above. Any element requirement that is squarely and fully addressed is 

scored at the maximum, with the five 2-point maximum subscores set to 0 if not 

addressed, and 1 if addressed in a minimal or partial matter.  
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5.3.2.5 Final raw score formula 

The raw score formula sums the subscores (capped by the subscore maximum allowed 

value) resulting in scores between 0 and 12. 

5.3.2.6 Score scaling formula, and descriptors 

The final score scaling formula divides the 0–12 scale score by two, rounding up to a 

whole number and using the whole number result, giving a final scaled score of 0 to 6. 

The scores then rest on the same scale as the original 6-point scale. The six quality 

level descriptors below reflect each score point’s representation of the coverage of the 

seven possible narrative elements on a continuum. These numeric scores are also on 

the same scale as the C+E rubric in Scenario 2, offering additional perspective on the 

scores provided by the differing rubric criteria and allowing an examination of the 

relationship between success in following the narrative element suggestions and other 

evaluations such as the strength of argumentation. 

Table 5-29. Scenario 3, Phase 1: Final Score Descriptor 

Final score Final score descriptor 

6 Robust coverage of narrative element categories 
5 Commendable narrative element coverage 
4 Substantial narrative element coverage (at least four types) 
3 Some narrative element coverage (at least three types) 
2 Little narrative element coverage (at least two types) 
1 A single narrative element coverage type 
0 Nonresponsive 

 

5.3.2.7 Score process, strategy, and design 

This item scoring process is essentially the same as used in Scenario 2, albeit with 

different subscore evaluative criteria and quality level definitions. 

Table 5-30. Scenario 3, Phase 1: Scoring Process 

7. Scoring process Strategy and design 

(a) How scoring 
decisions are recorded 

Scoring decisions for identifying specific narrative 
elements a–g are recorded in association with a specific 
sentences in the response. These indicate the number of 
points awarded: 1 or 2, depending on the category and 
strength of coverage provided. 
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7. Scoring process Strategy and design 

(b) How scoring data are 
used to produce a score 
report 

With the association of all narrative element point 
awards to specific sentences captured during scoring, 
scoring reports can show strength of coverage by 
including supporting detail that indicates where specific 
coverage was identified for each narrative element. 
With these data, feedback for the student can also 
identify which narrative elements were neglected or 
insufficiently addressed. 
 

(c) How meaningful 
feedback is produced 

Giving specific, in-response feedback showing which 
narrative elements were used or neglected, students can 
assess on their own their performance with respect to 
the instructions specified. 

 

5.3.2.8 Scoring process implementation 

The scoring implementation process for Scenario 3 is the same one used in Scenario 2, 

which is described in Section 5.2.2.8. 

5.3.2.9 Format and content of score reports 

The scoring reports created during this study for Scenario 3, Phase 1, are the same as 

those used in Scenario 2, except that there are seven subscores per item response 

rather than just two. The reports show per category or evaluative criteria scores per 

sentence and response, with the maximums, and provide the totals and a final scaled 

score descriptor. In practice this means that each sentence (row) in the scoring grid is 

preceded by seven columns for scoring the presence of narrative elements a–g, rather 

than the two columns of Scenario 2, which accommodate subscores for claims and 

evidence. Format and content, and how such sentence-to-rubric associations can 

provide the basis for feedback, are addressed in Section 5.2.2.9 and the final chapter 

of this thesis. 

5.3.2.10 Exemplars 

Exemplars were not identified for Scenario 3 during this study, although a library of 

scored responses at various score points would provide a useful starting point for 

establishing a set of exemplars for this item prior to large-scale deployment. 
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5.3.3 Holistic scoring results 

Scenario 3 compares the rater performance for scoring these item responses with each 

other while using the RDF-based ‘seven narrative elements’ rubric, and with the 

interrater performance for scorers using the holistic (and more general quality of 

writing) rubric of the original item, which was also used as the baseline of comparison 

in Scenario 2, as shown in Table 5-20). This IRR for scoring the HT item with the 

original holistic scoring by two raters is repeated for convenience as Table 5-31.  

Table 5-31. Scenario 3, Phase 1: Holistic H1 vs. H2 Comparison 

 

Note. H1/H2 = human raters; HT = Harriet Tubman. 

 

5.3.4 Initial RDF scoring results  

Using the RDF rubric defined for Scenario 3 in Section 5.3.2, two raters scored the 

same 40-item responses that had been scored with the holistic rubric. The results of 

comparing the two raters’ scores using this rubric are shown in the confusion matrix 
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Table 5-32. The RDF scoring for HT with the A–G narrative elements rubric was less 

in agreement than those obtained by the scorers with the holistic rubric, with lower 

levels of exact and adjacent agreement (50% and 85%, as compared to 55% and 

100%, respectively). The RDF scorer comparison showed a reasonably high level of 

overall agreement (QWK of 0.8476), though lower than the very high QWK observed 

for holistic scorer agreement of 0.9269. The RDF IRR measure was somewhat lower 

than for the holistic score but still above thresholds typically used to validate 

operational items for production use in high-stakes testing (e.g., a QWK exceeding 

0.70, per Williamson, Xi and Breyer, 2012, p. 7).  

In comparing the scores using the two rubrics across their range of results, I also note 

that in six of 40 items the final scaled scores of the two RDF scorers differed by more 

than 1 point, with four of these differing by 2 points. For the two remaining 

differentially scored items in this outlier group, in one instance the scorers differed by 

3 points and the other the difference was 4 points (on the 0 to 6 scale). The analysis 

that follows considers these differences generally, with a focus on the greatest 

differences or common themes across the smaller differences. 
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Table 5-32. Scenario 3, Phase 1: RDF Scorer Comparison 

 

Note. H1/H2 = human scorers; RDF = rubric design framework. 

 

5.3.5 Phase 1 holistic versus RDF rubric results side by side 

The confusion matrix in Table 5-32 reveals six score pairs outside the adjacent 

agreement zone of scores running down and across the diagonal of the table. These six 

outliers include scores with a 3- and a 4-point difference along with four instances of 

2-point differences. A summary description of the comparative results for the holistic 

and RDF-based rubric scoring for this first phase of Scenario 3 is shown in Table 5-

33. These results are analysed in the paragraphs that follow.  

The overall shape of the score distributions for the holistic rubric and the RDF rubric 

were more similar in this scenario than in the others. As shown in Figure 5-10, the 

distribution of scores across the final score values is quite similar save for the 

difference of the zero score values assigned by the RDF scorers. As with the other 

scenarios, the RDF scores include a greater number of 0 score results, for similar 
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reasons, although in this case the number of 0 scores was less than half of those found 

in Scenario 2. The limited number of evaluative criteria in Scenario 2 versus Scenario 

3, two subscores versus seven, and their slightly more general nature, are factors that 

are examined in the analysis of the scoring. 

Table 5-33. Scenario 3, Phase 1: Holistic vs. RDF Scoring Comparison 

Interrater (H1 vs. H2) and 

distribution comparisons Holistic rubric RDF rubric 

Number of item responses 40 40 
Accuracy  55% 50% 
Adjacent agreement 100% 85% 
QWK 0.9080 0.8476 
QWK standard error n/a n/a 
Average score 3.58 3.36 
Standard deviation 1.57 2.12 
Median score 3.5 4 

Note. H1/H2 = human scorers; QWK = quadratic weighted kappa; RDF = rubric 

design framework. 

 

 

Figure 5-10. Scenario 3, Phase 1: Holistic vs. RDF Score Distribution Chart 

 
Note. HT = Harriet Tubman; RDF = rubric design framework; HOL = holistic. 
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5.3.6 Scoring analysis 

The analysis of the scoring here will focus on the most divergent scoring examples 

and consider the sources of the different scoring decisions by different scorers. After a 

review of specific instances of scoring differences and describing them in general 

terms, the following section will identify and define areas where the rubric itself, or 

the rubric and the RDF, can be enhanced to improve scoring outcomes  

On review of the most divergent score pairs for item responses in the development 

exercise, a number of issues were identified for analysis here: 

• The most divergent set of scores, the pair with a 4-point difference and the pair 

with a 3-point difference on a 6-point scale, were reviewed to consider the 

potential source of such a large difference of opinion (Item Responses 13626 

and 13699, respectively).  

• Two other item responses among the group of 2-point differences were 

selected for review, as they reveal common themes in the sources of difference 

seen in these and other items in the group for this scenario (Item Responses 

13613 and 13650). 

Each of these four item responses and the issue they raise are analysed below.  

5.3.6.1 Nonresponsive responses  

Item responses for an AW writing challenge should, in most situations, be deemed 

unscorable if they fail to make an argument. Some scorers will identify portions of the 

text that could serve as an argument and find partial credit. Writing samples can be 

scored for a great variety of purposes, but when the purpose is to develop 

argumentation skills or to gain practice making a claim supported by evidence, 

responses that fail even to attempt the effort in most cases cannot be usefully scored 

with the intended rubric. An example, Item Response 13626, is presented in Figure 

5-11 below. It received a partial credit for selected narrative elements based on the 

content of certain individual sentences devoid of context. Many individual sentences 

lifted from the passage or quoted did not present the content—that both HT and her 

followers were tired and hungry, for example—within a context of comparing or 
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contrasting HT with the followers. For more consistent and meaningful scoring, the 

rubric specification at the highest level should establish the parameters for a scorable 

essay as clearly as possible.  

Figure 5-11. Item Response 13626: Off-Topic Response 

Item Response 13626, complete 

Do you ever wonder why we have this freedom today. "The Railroad to Canada" 
from Harriet Tubman: Conductor or the underground Railroad a biogrophy by Ann 
Petry. 
Harriet Tubman wanted to run off slaves when she heard stories about them and 
how they captured them to be slaves. some examples of Harriet Tubman was that 
she was allways trustworthy of what she says and how asky she is when she risk her 
life to save the slaves. 
In 1851 she led eleven runaway slaves all the way to Canada. As they walked along, 
she told them stories of her own first fight she kept painting vivid word pictures of 
what it would be like to be free. If they knew they got caught, the eleven runaways 
would be whipped and sold South, but she-she would probaly be hanged. 
That night they reached the next stop she made runaways take shelter behind trees 
at the edge before she knocked at the door. They spent the night in the warm 
kitchen. They slept and when they left, it was with reluctance. Harriet had found it 
hard to leave the warmth and friendly. 
The next day, she told them about Frederick Douglas and how he escaped of being 
salve. But they had been tired too long, hungry too long, afraid too long, footsore 
too long. She carried a gun with her on these tips, she had never used it -exept as a 
threat. As she aimed it and she experienced a feeling of guilt and rememberd she 
had prayed for the death of Edward Broads. 
Finally, she gave the impression of being short, indomitable woman who could 
never be fedeated. Suddently they fell asleep in the woods. She was leading them 
into freedom, and so they waited until she was ready to go on. They stopped at 
Philadelphia and thought it was safe. They lived in whatever part of town they 
chose and sent their children to the schools. 
Harriet Tubman was the first woman to lead on armed expedition in war to helped 
to liberate more than 700 slaves. She now works for the union Army to help lead 
the fight for the abolition of slavery. 

 

5.3.6.2 Garbled text  

Item responses sometimes contain garbled text, either due to limited facility with 

language on the part of students or as a result of technology or other issues. As a 

result, different scorers may take different approaches to text whose meaning is not 

immediately apparent. In the case of Item Response 13699, the final 10 sentences or 

sentence-like structures of text—nearly two-thirds of the response—were a particular 

challenge for scorers. One scorer saw only gibberish and scored a bit of credit for 
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information in the first portion of the response only, whereas another scorer seemed to 

read meaning into generous sections of the final portion of the response. The result 

was a significant 3-point difference in the scores (on a 6-point scale), with one scorer 

awarding an overall score of 5 and the other a 2. A review of the final portion of this 

response is presented in Figure 5-12. A careful reading suggests that it might be 

problematic to justify scoring any portion of this text as addressing one of the key 

narrative elements identified in the rubric. Again, the best course would be to mark 

such work unscorable and address the underlying issues with the writing rather than 

attempt to measure it against some standard with the intention of critiquing specific 

aspects of CT or argumentation. Figuring out the intention or meaning of ‘she would 

fall asleep out of hoe hern’9 is time spent on speculation rather than educating the 

student.  

Figure 5-12. Item Response 13699: Garbled Text 

Item Response 13699, final sentences 

…Her dedication comes to show many time in this article. like when she was left in 
the cold with 11 other lives to worry about what do you do? Do you return the 
slaves back and risk being caught going back or do you keep going? Hungry, cold, 
tired and with morale low her dedication is what let her manage to get going she 
could’ve easily returned them and simply left. But she knew that she had a mission 
to do and that’s what she was gonna do. Do you think that if it was just any person 
they hodctve risked their health and their life the way harriet tubman did. Its that 
one special and vital triat that they needed to make up a leader. Another example is 
when she would fall asleep out of hoe hern. It talks about how she fell asleep 
because her body gave out on her the only weary she stopped in when her body 
finally decided to give out on her. how hard do you have to work to have that 
happen to you the dedication that is needed to ignore your body of pain should be 
immense, she stuck through it because of her necescitie to finish what she started. 
Thats how dedication helped her finish what she needed to. 

 

5.3.6.3 Implicit contrast  

A recurring theme among scoring differences reviewed in this rubric development 

phase is the degree to which argumentation, reasoning, or the recitation of evidence 

can be reasonably inferred when the purpose of an observation is not explicitly stated 

in a response. Among the responses in Scenario 3, there were many instances where a 

 
9 Possibly ‘exhaustion’. 
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narrative element would identify common characteristics between HT and her 

followers or identify contrasts between them, but the reason for the observation was 

not explicitly stated. In some cases, a rater would recognise the juxtaposition of 

parallel or opposed observations as making a point, even when not called out 

explicitly as reflecting argumentation or reasoning. At times these challenges were 

exacerbated by issues with spelling, grammar, or other problems that hid the 

observation’s intent or meaning. An example that embodies both elements (lack of 

explicit reasoning and confusing syntax and spelling) can be seen in Item Response 

13613, as shown in Figure 5-13. 

Scanning, a grader could miss that the student meant to write ‘She would also inspire 

[others] … by telling them lies [stories] just to motivate them not to stop’. During the 

development phase, one scorer did not award points for the observations of traits and 

characteristics that set HT apart from her followers, perhaps due to the confounding 

effects of whold, insior, and motain; another scorer was more generous in this and 

similar instances, creating a 2-point difference between the scorers in the final scaled 

score of the response. 

Figure 5-13. Item Response 13613: Implicit Contrast, Errors 

Item Response 13613, Sentences 10-11 
 
She whold also insior By telling them Lies just to motain them not to stop or give 
up to keep on going. I also think that it takes dedication to memerise the was to go 
how long it will tack to got to a sertine place how she know where she had to stope. 

 

Another example, Item Response 13650, illustrates the ambiguity that can arise from 

trying to draw inferences from a response. Item Response 13650 included several 

sentences that some scorers saw as highlighting differences between HT and the 

others that allowed her to be successful, so meeting the requirements for narrative 

element F of the rubric for Scenario 3; other scorers did not associate them with 

narrative element F because there was no explicit language such as ‘this shows how 

she is different from the others’. Among the sentences counted by some scorers but 

not others as meeting the requirements of narrative element F (i.e., ‘identifying 

differences between HT and the followers that enabled her to be a leader’) were these 

four (underlined in Figure 5-14): 
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• ‘Tubman had promised them food and shelter so she didn't let them down.’ 

• ‘This was important because it proved that Harriet was trustworthy and that the 

she believed in herself.’ 

• ‘Fortunately that didn't happen because they had come to trust her implicitly.’ 

• ‘Harriet knew that she was trustworthy and she believed.’ 

 

Figure 5-14. Item Response 13650: Implicit Contrast 

Item Response 13650. Complete. [Four underlined sentences.] 
 
 Have you ever wondered what the world would be like without leaders? 
Well it probably wouldn’t be in good shape. There are several qualities that make 
leaders guide others. In the biography of Harriet Tubman she had many leadership 
skills but the one that was most essential was trustworthiness. If the people are 
going to follow the leader they must trust them first and that’s what Harriet Tubman 
had. The slaves trusted her in bringing them north. 
 While taking eleven slaves up North toward Canada Harriet was determined 
to give these slaves freedom. She had never been in Canada so she was half afraid 
and always looking back. Harriet knew that is they were to get caught the eleven 
runaways would be whipped and returned to the Maryland plantations but she 
would be hanged. When they reached a farmhouse the owner didn’t let Harriet 
inside because he had been searched and the place was no longer safe. Tubman had 
promised them food and shelter so she didn’t let them down. She led them to next 
stop. A farm that belonged to a German. They were let in where they ate and spelt 
all night until dusk the next day. This was important because it proved that Harriet 
was trustworthy and that the she believed in herself. 
 When they started walking again it had been too long. They were tired 
hungry, afraid, and footsore. Until one man cried out loud, “Let me go back. It is 
better to be a slave than to suffer like this is order to be free. Harriet couldn’t let 
him go back because everyone that helped her trusted her in not exposing them. If 
the man went back the plantation owners would beat him until he spoke. “We got to 
go free or die. And freedom not bought with dust. 
 It was obvious that she was tired as well so she fell asleep knowing that the 
runaways could grab her gun and go their own way. Fortunately that didn’t happen 
because they had come to trust her implicitly. They sat down and waited paitently. 
Until she awoken. 
 Harriet knew that she was trustworthy and she believed that she could do 
anything as long as the people supported her. From her story we can learn that by 
telling the truth people will trust you.   

 

5.3.7 Scenario 3 RDF rubric adjustments 

The analysis of the examples above suggests the following revision to the Scenario 3 

rubric and has implications for the RDF itself as summarised below. 
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5.3.7.1 Nonresponsive or off-topic responses  

Scoring item responses with an RDF rubric is first informed by the definition of what 

is being scored in the high-level rubric definition, RDF Element 1. Sub-element ‘d’ of 

Element 1 addresses the ‘how scored’ topic at a general and evaluative quality level, 

where it is appropriate to identify how scoring should address off-topic and 

nonresponsive item responses. Rather than devote energy and effort to figure out how 

best to deal with such responses on a case-by-case basis, this rubric (and other CT 

rubrics) should recognise explicitly that formulating AW and CT responses is a skill 

that builds on fundamental skills and knowledge related the standards and conventions 

of language usage. Just as CT requires sufficient knowledge of a topic to think about it 

critically, written CR responses that need to express claims, cite evidence, explain 

reasoning, and develop argumentation require foundational language skills that, if not 

present, limit the utility of an instrument that requires these skills as a prerequisite.  

In most cases for CT and AW assessment, and in all the rubrics in this study, the ‘how 

scored’ section of the rubric should be augmented to note that item responses that do 

not address the demands of the prompt in fundamental ways should be marked as ‘not 

scored’ with an explanation that might include the rationale for the decision. Too 

many fundamental errors in grammar, syntax, spelling, or other mechanical issues 

might rule out scoring; a substantial portion of a response that is not legible, does not 

read as the language of the exam (in the case of this study, English), or is 

unrecognisable as standard English text warrants a similar treatment. And just as 

importantly, when an assessment that defines a task with specificity is not addressed 

or acknowledged by the response (e.g., no claim is made when one is demanded, no 

position is taken when one side or another of a proposition is to be argued), such item 

responses also need to be identified as nonresponsive, illegible, or off topic; they 

should not be, and indeed cannot reasonably be, scored by the rubric. 

An example of how the HT A–G narrative elements rubric for Scenario 3 has been 

adjusted to address off-topic or nonresponsive item responses for the testing phase of 

Scenario 3 is illustrated by the additional paragraph added to the rubric definition 

(previously shown in Table 5-25) as shown in Table 5-34 below.  
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Table 5-34. HT A–G Rubric: RDF Element 1 Adjustments 

1. Rubric definition HT RDF narrative elements (A–G) 

(d) How scored 
 
(First paragraph added) 

Scorers will not score off-topic, nonresponsive answers or 
responses written in English that in their judgement is not 
clear and correct enough to convey their intent and their 
understanding of the task. That is to say, if the body of the 
essay does not address the claim of a most important trait 
to enable HT to succeed or describe the factors that hinder 
or enable her success, it need not be scored. Retelling the 
story in the passage is an example of a nonresponsive item 
response. 
 
Scorers will assign points to content by identifying which 
of the seven content types are present in the response and 
score a 1 or 2 based on the number and depth of 
observations of each type. These point allocations will be 
attributed to individual sentences. For the expression of an 
idea that is composed of contributions from multiple 
sentences, the points will be associated with the first 
sentence of the group. 

(Replacement to row (d) of rubric definition in Table 5-25 in Section 5.3.2.1)  

To further address the idea that narrative elements defined in this rubric have more 

specific requirements than are articulated in Element 3 in either the scoring criteria or 

the quality level definitions, those items should also be augmented to more fully 

represent the intention of the rubric.  

For example, the rubric for this item could have the quality level definitions for 

subscores c, d, e, and f define both the narrative element topic and that these narrative 

elements must also articulate specifically how the differences or similarities in 

question either add to HT’s challenges or improve her likelihood of success. An 

example of this augmentation to the quality level definitions is shown in  

Table 5-35 (changes in bold red) below. 
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Table 5-35. HT A–G Rubric RDF: Element 3 Adjustments 

3. Level descriptors Quality level definitions (A–G) 

(a) Subscore a: 2 points (a) Identification of key trait. Additional points for 
clarity or reasoning and context. 

(b) Subscore b: 2 points (b) Rationale/reasoning and discussion supporting the 
claim; why the identified trait is the most important. 
 

(c) Subscore c: 2 points (c) HT’s similarity in response to life-threatening 
situations. How this helps or hinders her success. 
 

(d) Subscore d: 2 points (d) HT’s differing response to life-threatening 
situations. How this helps or hinders her success. 
 

(e) Subscore e: 1 point (e) What does HT have in common with her followers? 
How this helps or hinders her success. 
 

f) Subscore f: 2 points (f) How is HT different from her followers, in ways that 
help her succeed?  
 

(g) Subscore g: 1 point (g) Lessons learned from HT’s acts of courage 

Additional notes (added 
for Phase 2) 

Award more than one point where possible based on 
substantial or clear discussion, or one that includes 
extended remarks. 

Note. HT = Harriet Tubman; RDF = rubric design framework. 

 

5.3.7.2 Garbled text  

Like nonresponsive item responses, item responses made up of garbled text should not 

be scored. Scorers are free to make inferences and allowances that reflect the 

anticipated writing and English abilities of the target audience, but the adjustments 

made to the rubric for this scenario above are sufficient guidance to address 

unreadable text. 

5.3.7.3 Implicit reasoning or connections  

After review and discussion with scorers, there was recognition and agreement that in 

everyday usage, some expressive techniques convey inferences with obvious intent, 

such as juxtaposing two contrasting traits or sets of facts to create contrast that is both 

obvious and a direct and reasonable inference. At the same time, they also recognised 

that scoring a nonresponsive paper, such as one that retold the story of the primary 
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passage rather than making a claim as required by the prompt, could lead to more 

confusion about how to apply the rubric to something it was not designed to measure.  

Scorers also advocated that, with complete quality level definitions, the scorer should 

not need to make complex judgement calls about the intent of an examinee’s writing. 

If an item response needs to explicitly identify a bit of evidence or articulate a claim 

with specific precision, or explicitly cite reasoning to connect an observation to an 

inference or a claim, then this should be made clear in the rubric; otherwise, scorers 

should apply the same standards when making inferences from item responses that 

they would in other academic writing, given the medium, the environment, and the 

context. Academic writing in general is usually explicit. Making an argument in an 

academic paper does not rely on the reader to fill in missing inferences or gaps in 

reasoning or logic, even when it requires commonly known or understood knowledge. 

Consequently, I made no further adjustments to the rubric for this scenario to address 

this issue. The rule, simply put, was ‘Score based on what is written, not what you 

believe was intended’. 
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Chapter 6 Rubric Design Framework Testing (Phase 2) 

This testing phase of the work used the revised rubrics as updated in the development 

phase to score a greater number of samples with two scorers. As with the development 

stage, the item responses represent the full range of score values as produced by the 

original holistic rubric, and the new RDF rubric-based scores are measured and 

compared in terms of IRR to the two human scores assigned by the original raters 

using the holistic rubric. In each scenario the results of the testing phase scoring will 

be compared with the original holistic scoring for those items, and to the results 

overall from the development stage RDF scoring, to assess the nature and magnitude 

of any improvement. 

6.1 Scenario 1 – WH Claim and Evidence Rubric Testing Phase  

In this testing phase for Scenario 1, the updated claim and evidence rubric developed 

in Chapter 5 and revised in Section 5.1.7 was applied by two raters to an additional 

120 WH item responses that averaged less than eight sentences each. The scoring for 

this scenario includes (a) a claim that recognises and describes an analogy implied in 

the original item materials, or some aspects of it; and (b) the presentation of evidence 

to support the analogy (or at least the portion of it that was recognised).  

6.1.1 Test phase holistic scoring baseline 

To test the updated C+E RDF rubric for this scenario, a larger random sample of 120 

item responses was selected for analysis of the original holistic scoring to serve as a 

baseline for comparison to the RDF scoring for these same items. This section 

describes this new population-specific scoring in terms of IRR and score distribution.  

As in the development stage, the proportion of items at each score point between 1 

and 3 was roughly equal, with few items having a 0 score. The population of holistic 

scores for the item responses in the test sample is similar in makeup to those in the 

development group, as is clear from the confusion matrix in Table 6-1 and the 

population comparison that follows in Table 6-2. 
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Table 6-1. Scenario 1, Phase 2: Holistic H1 vs. H2 Score Comparison 

 

Note. H1/H2 = human scorers. 

The summary information in Table 6-2 shows the similarity in results from holistic 

scoring for the populations of item response scores in the development and testing 

groups. While the accuracy in terms of exact match was greater in this group, the 

overall IRR for this group is quite similar to the development group population, as 

expected. 

Table 6-2. Scenario 1: Holistic Scoring: Development vs. Test Groups 

Interrater (H1 vs. H2) and 
distribution comparisons 

Holistic rubric 
development group 

Holistic rubric testing 
group 

Number of item responses 40 120 
Accuracy  50% 65% 
Adjacent agreement 100% 100% 
QWK 0.6537 0.6860 
QWK standard error 0.1430 0.1143 
Average score 1.93 1.87 
Standard deviation 0.85 0.75 
Median score 2 2 
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Note. H1/H2 = human raters; QWK = quadratic weighted kappa. 

6.1.2 Changes to the Scenario 1 rubric 

As described in the development phase results for Scenario 1, the rubric was revised 

to help resolve ambiguities in the quality level definitions in initial RDF formulation 

of the proposed rubric for this item. The changes were to simplify scoring for the 

partial recognition of the underlying analogy in the main passage and provide 

additional guidance to ensure that only evidence that was actually cited explicitly or 

by direct implication or reasoning would be counted as evidence. The latter condition 

was added to avoid counting content that was simply retelling the story from the main 

passage as citing evidence. These changes were designed to resolve ambiguities and 

improved the associated feedback that inappropriate scoring would imply. The revised 

rubric elements appear in Table 5-10 and Table 5-11.  

6.1.3 Scoring additional items 

The results of scoring the additional 120 items by two human scorers using the 

improved RDF rubric for the WH claim and evidence rubric are shown in Table 6-3. 

Table 6-3. Scenario 1, Phase 2: RDF H1 vs. H2 Score Comparison 

 
Note. H1/H2 = human scorers; RDF = rubric design framework. 
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The greater number of examples yielded a similar but slightly improved IRR than did 

the development scoring work, as shown in the side-by-side comparison in Table 6-4. 

Table 6-4. Scenario 1: RDF Scoring: Development vs. Test Groups 

Interrater (H1 vs. H2) and 

distribution comparisons RDF development group RDF test group 

Number of item responses 40 120 
Accuracy  63% 68% 
Adjacent agreement 93% 100% 
QWK 0.7073 0.8337 
QWK standard error 0.1302 n/a 
Average score 1.4 1.53 
Standard deviation 1.04 1.01 
Median score 1 1 

Note. H1/H2 = human scorers; QWK = quadratic weighted kappa; RDF = rubric 

design framework. 

6.1.4 Analysis of the scoring results 

To recap the data comparisons between both the holistic and RDF-based rubric scores, 

they are all presented side by side in Table 6-5 to help visualise the comparison across 

and between paired scorers. 

Table 6-5. Scenario 1: Holistic and RDF, Development and Test Scoring Results 

Interrater (H1 vs. H2) and 

distribution comparisons 

Holistic RDF 

Development Test Development Test 
Number of item responses 40 120 40 120 

Accuracy 50% 65% 63% 68% 

Adjacent agreement 100% 100% 93% 100% 

QWK 0.6537 0.6860 0.7073 0.8337 

QWK standard error 0.1430 0.1143 0.1302 n/a 

Average score 1.93 1.87 1.40 1.53 

Standard deviation 0.85 0.75 1.04 1.01 

Median score 2 2 1 1 
Note. H1/H2 = human scorers; QWK = quadratic weighted kappa; RDF = rubric 

design framework. 
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The revised RDF rubric resulted in a significant increase in the overall agreement 

rates between the raters, with accuracy and adjacent agreement both increasing nearly 

10%. Using the Landis and Koch (1977) classification system terms described in 

section 4.8, this change from 0.7073 to 0.8337 is significant and moves IRR from 

substantial agreement to almost perfect agreement. 

The higher median score and average score for the revised RDF rubrics compared to 

the initial development phase scoring reflects that the scores were generally higher 

(including a big reduction in zero-scored responses) with the revised rubric. The 

slightly higher QWK and slightly lower standard deviation reflect a slight 

improvement in the clustering of the scores in that narrower higher range constrained 

by fewer zero scores. An examination of the data shows that the proportion of 0 scores 

awarded during development scoring was 22.5% (or 18 of 80, from Table 5-8) for the 

two scorers combined, which fell to 12.1% (or 29 of 240, from Table 6-3) during the 

testing phase.  

It is also worth noting that in both stages the accuracy and QWK measures of IRR 

were higher for the RDF rubric than for the holistic rubric, and that they improved 

from the development to the testing state, with the best IRR, accuracy, and QWK 

results achieved for the revised final RDF-based rubric.  

6.2 Scenario 2: HT Claim and Evidence Rubric Testing Phase 

In this testing phase for Scenario 2, the C+E rubric developed in Chapter 5 in Section 

5.2.7 was applied by two raters to an additional 80 HT item responses that averaged 

19 sentences each. This rubric specifies scoring points based on (a) the identification 

of a specific character trait (from a set defined in the item) that most enabled HT (the 

protagonist of the primary passage) to succeed in her work; and (b) the presentation of 

evidence from the item materials to support this claim. 

In this testing phase of Scenario 2, an additional 80 items were scored by two raters 

using the rubric as updated during the development phase. These responses, like those 

in the development phase, averaged 19 sentences and represented the full range of 

possible scores according to the holistic rubric scoring done on these item responses. 
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6.2.1 Test phase holistic scoring baseline 

To test the updated HT C+E RDF rubric for this scenario, a larger random sample of 

80 item responses was selected from the larger group of original holistically scored 

item responses. As in the development stage, the full range of holistic item scores was 

represented in this test phase sample, with a few items having a 0 score. The 

population of holistic scores for the item responses in the test sample is similar in 

makeup to those in the development stage case, as is clear from the confusion matrix 

for the holistic scoring by two scorers shown in Table 6-6. Also, the similarity 

between the two groups in terms of IRR and score distribution measures is shown in 

Table 6-7 in the comparison below the confusion matrix.  

 
Table 6-6. Scenario 1: Holistic Scoring: Development vs. Test Groups 

 
Note. H1/H2 = human scorers. 

 

 



153 

Table 6-7. Scenario 2: Holistic Scoring: Development vs. Test Groups 

Interrater (H1 vs. H2) and 

distribution comparisons 

Holistic rubric 

development group 

Holistic rubric testing 

group 

Number of item responses 40 80 
Accuracy  55% 50% 
Adjacent agreement 100% 100% 
QWK 0.9796 0.8989 
QWK standard error n/a n/a 
Average score 3.58 3.4 
Standard deviation 1.57 1.57 
Median score 3.5 3 

Note. H1/H2 = human scorers; QWK = quadratic weighted kappa. 

6.2.2 Changes to the Scenario 2 rubric 

As described in the development phase results for Scenario 2, the rubric was revised 

to address ambiguities in the quality level definitions for the claim score (related to 

selection of traits outside those articulated in the item itself), and to clarify questions 

of when to score credit for citations of evidence when evidence (or at least what could 

be cited as evidence) is included in the item response but not actually used as 

evidence. These and other minor issues were addressed with additional descriptive 

text in the rubric for use in this testing and are shown in detail in Chapter 5, Section 

5.2.7, including Table 5-23 and Table 5-24.  

6.2.3 Scoring additional items 

The results of scoring the additional 80 items by two human scorers using the 

improved RDF rubric for HT claim and evidence are shown in Table 6-8. 
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Table 6-8. Scenario 2, Phase 2: RDF H1 vs. H2 Score Comparison 

 
Note. H1/H2 = human scorers; RDF = rubric design framework. 

 

The greater number of examples yielded an IRR similar to but slightly improved over 

the development scoring work, as shown in the side-by-side comparison in Table 6-9. 

Table 6-9. Scenario 2, HT Item, C+E Rubric: RDF Scoring: Development vs. Test 

Groups 

Interrater (H1 vs. H2) and 

distribution comparisons RDF rubric development 
group RDF rubric testing group 

Number of item responses 40 80 
Accuracy  40% 41% 
Adjacent agreement 78% 93% 
QWK 0.7919 0.8988 
QWK standard error n/a n/a 
Average score 2.86 2.58 
Standard deviation 2.10 2.09 
Median score 3 2 

Note. H1/H2 = human scorers; RDF = rubric design framework; QWK = quadratic 

weighted kappa. 
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6.2.4 Analysis of the scoring results 

To recap the data comparisons between both the holistic and RDF-based rubric scores, 

they are all presented side by side in Table 6-10 to help visualise the comparison 

across and between paired scorers. 

Table 6-10. Scenario 2: Holistic and RDF, Developmental and Test Scoring Results 

Interrater (H1 vs. H2) and 

distribution comparisons 

Holistic RDF 

Developmental Test Developmental Test 

Number of item responses 40 80 40 80 

Accuracy 55% 50% 40% 41% 

Adjacent agreement 100% 100% 78% 93% 

QWK 0.9796 0.8989 0.7919 0.8988 

QWK standard error n/a n/a n/a n/a 

Average score 3.575 3.4 2.9 2.575 

Standard deviation 1.57 1.57 2.10 2.09 

Median score 3.5 3 3 2 

Note. H1/H2 = human scorers; QWK = quadratic weighted kappa; RDF = rubric 

design framework. 

 

The IRR for the holistic HT scoring measures was extremely high, reflecting the close 

agreement between raters across the 6-point scale and lower probability of chance 

agreement with the six-point (as compared to Scenario 1’s four-point) rating scale. 

The IRR measures for the RDF rubric were themselves very strong, and as seen in 

Scenario 1, the final QWK measure for IRR moved from substantial agreement to 

almost perfect agreement by improving from 0.7919 to 0.8988. As also seen in 

Scenario 1, the improvement in the IRR scoring performance on the RDF rubric came 

with a further decline of average scores, indicating that additional rigour in the rubric 

and scoring might have achieved higher agreement in part by disallowing what might 

have been marginal point awards under the initial development form of the RDF 

rubric. And while the final IRR is essentially the same as achieved with the holistic 

scoring, the finer grained decisions and the capture of associations between score 
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points and individual sentences that enables detailed scoring feedback was achieved 

without any real degradation in the reliability of the scoring. 

6.3 Scenario 3: HT A–G Narrative Elements Rubric Testing Phase 

In the testing phase for Scenario 3, the ‘A–G Narrative Elements’ rubric developed in 

Chapter 5, Section 5.3.7, and refined in Phase 1 was applied by two raters to an 

additional 80 HT item responses—the same HT item responses used to test the rubric 

in Scenario 2. Using the same item responses means comparing the scoring 

performance of the raters against each other as well as with the scoring performance 

of the same baseline holistic scores used in Scenario 2. An implication of using the 

same item responses with two rubrics is that it could allow the data to be used (in a 

study outside the scope of this one) to consider the effect of the narrative elements 

aspect of the pedagogy on the C+E scores and the effect of their correlation with the 

holistic writing scores. 

6.3.1 Test phase holistic scoring baseline 

The holistic scoring for this scenario is the same as used in Scenario 2; those scores 

are reproduced in Table 6-11 from Section 6.1.1 for convenience. 
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Table 6-11. Scenario 3, Phase 2: Holistic H1 vs. H2 Comparison 

 

Note. H1/H2 = human scorers; HT = Harriet Tubman. 

 

Also repeated for the holistic scoring of HT item responses is the comparison in Table 

6-12 of the holistic scoring results from the development and this testing phase of 

Scenario 3. 

Table 6-12. Scenario 3, Phase 2: HT Holistic H1 vs. H2 Score Comparison 

Interrater (H1 vs. H2) and 

distribution comparisons 

Holistic rubric 

development group 

Holistic rubric testing 

group 

Number of item responses 40 80 
Accuracy  55% 50% 
Adjacent agreement 100% 100% 
QWK 0.9796 0.8989 
QWK standard error n/a n/a 
Average score 3.575 3.4 
Standard deviation 1.57 1.57 
Median score 3.5 3 

Note. H1/H2 = human scorers; HT = Harriet Tubman; QWK = quadratic weighted 

kappa. 
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6.3.2 Changes to the Scenario 3 rubric 

The Scenario 3 rubric development and analysis work of Chapter 5 found that 

nonresponsive or off-topic responses, garbled text, and an over-reliance on implicit 

contrasts and other inferences by scorers contributed to some of the most divergent 

scores (in Section 5.3.6), leading to adjustments to the rubric as shown in detail in 

Chapter 5, Section 5.2.7, including Table 5-23 and Table 5-24. Nonresponsive and 

unintelligible items were scored as zero, and graders were instructed to grade evidence 

that was cited for that purpose or when the implication was clear and direct (e.g., 

immediately before or after a relevant observation or implication).  

6.3.3 Scoring additional items 

The results of scoring 80 additional item responses by two scorers using the improved 

RDF HT narrative elements rubric are shown in Table 6-13.  

Table 6-13. Scenario 3, Phase 2: RDF H1 vs. H2 Score Comparison 

 
Note. H1/H2 = human scorers; HT = Harriet Tubman; RDF = rubric design 

framework.  
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Table 6-14 shows that with a greater number of examples and improved rater 

guidance, the RDF IRR performance improved on every measure of agreement from 

the development phase, as shown in the side-by-side comparison.  

Table 6-14. Scenario 3: HT Item, A–GRDF Rubric Scoring Development vs. Test 

Group 

Interrater (H1 vs. H2) and 

distribution comparisons 

RDF rubric  

development group RDF rubric testing group 

Number of item responses 40 80 
Accuracy  50% 51% 
Adjacent agreement 85% 96% 
QWK 0.8476 0.9201 
QWK standard error n/a n/a 
Average score 3.36 3.65 
Standard deviation 2.12 1.94 
Median score 4 4 

Note. H1/H2 = human raters; HT = Harriet Tubman; QWK = quadratic weighted 

kappa; RDF = rubric design framework. 

 

6.3.4 Analysis of the scoring results 

To recap the data comparisons between the holistic and RDF-based rubric scores for 

this scenario, they are all presented side by side in Table 6.15 to help visualise the 

comparison across and between paired scores. 

Table 6-15. Scenario 3: Development and Test Scoring Results 

Interrater (H1 vs. H2) 

and distribution 

comparisons 

Holistic RDF 

Development Test Development Test 

Number of item 
responses 

40 80 40 80 

Accuracy 55% 50% 40% 41% 

Adjacent agreement 100% 100% 85% 96% 

QWK 0.9796 0.8989 0.8476 0.9201 

QWK standard error n/a n/a n/a n/a 

Average score 3.575 3.4 3.36 3.65 
Standard deviation 1.57 1.57 2.12 1.94 
Median score 3.5 3 4 4 
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Note. H1/H2 = human raters; QWK = quadratic weighted kappa; RDF = rubric design 

framework. 

The holistic scoring for the HT items in the scenario had very high interrater 

agreement rates. The IRR for RDF scoring, despite capturing significantly more detail 

in the rationale for the score and the specific response text that contributed to the 

score, was nearly as high and improved further with the improvements to the rubric 

and instruction. Indeed, all measures improved: Agreement was essentially flat at 40% 

and 41%, for the development and testing phases, respectively, but adjacent agreement 

and QWK improved significantly, from 85% to 96%, and from 0.8476 to 0.9201, 

respectively.  
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Chapter 7 Conclusions, Discussions and Closing Remarks 

7.1 Introduction 

This thesis has demonstrated that well-structured rubrics can enable nuanced and 

detailed scoring results without compromising the inter-rater reliability of scoring 

outcomes.  These rubrics allow scoring to capture specific associations between 

response content and rubric quality level definitions, which then can associate useful 

feedback directly to student response content, helping students understand the scoring 

and learn from their score reports.  Further, this same association provides assessment 

providers with defensible scores, and can achieve this without compromising scoring 

reliability (particularly with regard to IRR).  

Taken together, these advantages for a new kind of CR scoring have the potential to 

convince more stakeholders that the assessments are valuable as learning experiences, 

that they provide a useful and authentic measure of what students know and can do, 

and that they favour the knowledge to be taught and measured over the ‘test taking 

skills’ measured in other forms of assessment that may be faster to deploy and far 

cheaper to score.  

7.2 Findings 

7.2.1 Feedback, education, justification, and reliability 

The primary research question was whether a generalized and flexible rubric design 

framework could be used to create item-specific, content-centric rubrics that would 

result in scored responses that could provide useful feedback to students and teachers; 

nuanced scoring to enable assessment-as-learning; support explicit, defensible 

rationales for scoring outcomes; and do this with improved interrater reliability over 

scoring based on generic, holistic rubrics. 

Two of the rubrics had evaluative criteria and quality level definitions tied to both 

claim and evidence scores. The RDF rubric structure’s support for higher and lower 

degrees of quality and the association of these levels of quality with identifiable 

response elements were successful in underpinning scoring with an objective basis 

and led to scoring outcomes that could be documented and supported by those 

associations. In Scenario 1, scorers were consistently able to identify and support full 

credit for claims that explicitly identified the implicit analogy between Saeng and the 
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WH in the story, including their need to adapt and grow, from responses that reflected 

only determination or some other unidentified relationship between the WH and 

Saeng. In this way, claim scores for full credit could be explicitly supported, and 

scores with partial credit for recognition of a relationship or the theme of hard work 

and determination, could also be supported and differentiated, allowing score reports 

to be augmented with annotations noting both the deficiency and the source of what 

credits were awarded.  

In another example of how effectively the rubric supported the research goals, the 

claim score in Scenario 2 was structured to recognise that a single most important trait 

was identified and to note that the trait was one of those specified in the auxiliary 

passage. Scores that identified and discussed a trait without a claim that it was most 

important, or selected a trait not included in the item materials, or identified more than 

one trait, could be given more or less credit as indicated in the rubric. This decision 

could then be supported in a score report with explanatory notes that highlighted the 

demands of the question, described how the response provided failed to meet the 

criteria, and provided exemplary examples of fully conforming claim statements from 

a library of examples made for that purpose, if an automated score reporting/feedback 

capability was included in a suitable assessment delivery platform.  

In a third example from the evidence subscores that defined evaluative criteria, 

Scenario 1 had examples of using specific observations in the quality definitions for 

evidence, while Scenario 2 had evidence elements in its rubric that were more ‘kinds 

of observation’ categories. Scenario 1 anticipated specific WH traits called out in the 

definitions that could support the reasoning that the WH in Saeng’s new home was a 

variation on the WH she knew from her native land. This is in contrast to quality level 

definitions in Scenario 2 that described, for example, ‘ways in which HT differed 

from her followers in their reaction to life-threatening danger’.  

These examples display elements of 

• feedback, both of the sort that acknowledges successful performance and that 

identifies missing elements or incomplete analysis; 
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• education, in that the deficiencies can be explicitly addressed by feedback that 

informs and explains what a better answer would entail;  

• justification, flowing from both the transparent and open scoring rationales and 

from the partial-credit-for-partially-correct variations; and 

• improved reliability, or at least not significantly lower levels of reliability, 

where in every case the RDF rubric’s score reporting detail and rationale is 

specific and detailed, against the collection-of-traits overall summary included 

in the holistic score. These improved markers of quality were present in every 

case, as seen in Table 7-1. Even when the broad generic measure had excellent 

IRR and the RDF scoring had lower but still very good IRR, many educators 

would likely prefer the approach with detailed feedback at the expense of a 

slightly lower but still highly acceptable IRR.  

Table 7-1. Interrater Reliability: Summary of Holistic vs. RDF Results 

Scenario Holistic rubric RDF rubric 

Scenario 1: WH C+E 

   

 
Accuracy 65% 68% 

Adjacent 100% 100% 

QWK 0.6860 0.8337 

Scenario 2: HT C+E 

   

 

Accuracy 50% 41% 

Adjacent 100% 93% 

QWK 0.8989 0.8988 

Scenario 3: HT A–G 

   

 

Accuracy 50% 41% 

Adjacent 100% 96% 

QWK 0.8989 0.9201 

Note. A–G = narrative elements rubric; C+E = claim + evidence; HT = Harriet 

Tubman; QWK = quadratic weighted kappa; RDF = rubric design framework; WH = 

Winter Hibiscus. 
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7.2.2 How did the RDF rubric facilitate scoring?  

The secondary research questions asked, “Are there aspects of scoring with item-

specific, content-centric rubrics that work well or that make scoring easier or more 

efficient?”    My study showed that scoring with these rubrics could be both faster and 

easier than scoring holistically, as reflected by scoring times and comments from 

scorers.  While we do not have a baseline of holistic scoring speeds for comparison, 

scoring times per item were uniformly low (less than two minutes per item) for rubrics 

with detailed quality level definitions (both claim and evidence rubrics).  Scorers 

generally found the scoring ‘easy’.   

7.2.2.1 Clear quality level definitions led to faster and easier scoring  

During scoring, the benefit of minimising the preferences and judgements of 

individual scorers, and particularly of limiting the effect of judgements not captured 

directly in the rubric on the quality level ratings for specific evaluative criteria, led to 

more consistent scoring. Explicit, well-defined and clear quality level definitions 

supported consistent discrimination by scorers, resulting for example in sub-scores for 

claim statements with very high IRR. Overall high levels of IRR reflect these strong 

consistencies in scoring results.  

7.2.2.2 Scoring based on content detail led to faster and easier scoring 

Quality level definitions that identified specific item content and clear criteria led to 

faster and easier scoring. Detailed evidence citations that indicated specific content as 

acceptable evidence led to fast and consistent scoring. Evidence that the WH in two 

places had evolved from a common ancestor could be specified in precisely those 

broad terms—or evidence of this could be called out in the rubric by crediting 

observations that the WH in both places had (a) similar shaped leaves, (b) similar leaf 

texture, (c) similar flower colour, or (d) similar fragrance. The latter approach is 

reflected in the rubrics and the high levels of IRR obtained for the scoring. 
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7.3 Implications 

7.3.1 Benefits of RDF rubrics for scoring 

My research has shown that the rubric design framework for critical thinking and 

argumentative writing developed in this study is well suited to the challenges of 

assessing critical thinking and argumentative writing.  

1. They focus assessment on concrete decisions by examinees to address a challenge 

with specific kinds of information, providing an immediate and objective 

classification of responses into rough categories (e.g., with or without a claim, 

argument, evidence). 

2. They provide separate quality level definitions for separate aspects of CT or AW to 

be measured, potentially providing more and better diagnostic information, and are 

especially useful for self-study and classroom settings. 

3. They naturally break down the rater training required into discrete aspects of 

scoring. 

4. They provide a consistent mechanism for scoring discrete aspects of CT or AW and 

for combining those scores into an overall score and into any sort of scale to be 

developed and validated against real-world knowledge and skill breakdowns.  

7.3.2 Feedback enabled by RDF scoring 

A primary advantage of the RDF scoring approach is the potential to provide feedback 

on specific elements of the rubric (and by design, the underlying aspect of the 

construct being measured), as illustrated in the following two example reports. 

Figure 7-1 shows a report that displays a response from Scenario 3 where scoring has 

enabled the display of specific elements of the response in association with specific 

aspects of the rubric. This identifies specific content and points for claim and 

evidence, with the total score and overall evaluation described and explained. A more 

extended version of the report could also have included lists of the potential evidence 

that were not used in the response, explaining the gap between the score of 7/12 and 

the possible 12/12. 
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Figure 7-1. Example of Detailed Scenario 2 Score Report 

 
 

The second example in Figure 7-2 shows a potential score report for a response scored 

in Scenario 3, where sentences tagged as representing each of the A–G narrative 

elements are marked for credit.  
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Figure 7-2. Example of Detailed Scenario 3 Score Report 

 
 

This report leaves no ambiguity around why the scores were assigned and how the 

overall score was determined. A more complete form of the report would show an 

additional explanatory page where the meaning and purpose of each of the A–G 

elements were defined. 
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In both of these examples, I have illustrated how the scoring information that 

associated the rubric quality level definitions with specific content in the response 

plays a key role in explaining the score, educating the student and identifying potential 

gaps between performance achieved and performance that is possible. 

7.3.3 Score defensibility 

The same mechanism that enables the detailed score reports with feedback and 

transparency also provides an implicit defence of scores assigned. This element, while 

obvious and implicit in the other factors, is highlighted primarily to address or 

emphasise the advantage of RDF scoring over the challenges of defending holistic 

scores that have collapsed a broad range of factors into a single descriptive number. 

This factor is already reshaping large-scale standardised tests, where writing scores in 

particular are uniformly moving to multi-trait scoring (see two examples cited in 

Section 1.2). 

7.3.4 Prerequisite deficits 

For multifaceted assessment items that consider several factors among many, RDF 

rubrics can easily be constructed to identify a range of scorable features (e.g., writing 

mechanics, grammar) as distinct from others (reasoning and argumentation), 

simplifying the process of differentiating responses that fail to address prerequisite 

criteria from those that can be scored with nuance based upon the higher-level 

cognitive challenges posed by the item. Scoring instructions could guide scorers in 

marking an exam to limit scoring to prerequisite criteria if scoring falls below some 

threshold, allowing faster and less expensive scoring by bypassing more challenging 

aspects of the assessment, and the scoring, that are likely to be of limited utility for 

students not yet ready for such work. 

7.4 Limitations 

7.4.1 New rubrics may reflect a different construct 

The first limitation is that the items repurposed were scored with new trial rubrics that 

have not themselves been validated in terms of construct representation. Nor are the 

items and item responses ideal for this use: The RDF rubric in Scenario 1 reflects 

what I believe is a solid and near-equivalent of the original holistic rubric, but this has 

not been validated and others might read the item differently. Such distinctions, 
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however, do not detract from the main focus of this study – the many benefits of 

response specific feedback and high inter-rater reliability that this rubric structure 

enables. 

7.4.2 Number and variety of item types was limited 

Another limitation of this study relates to the size and variety of item types and 

response lengths investigated. While the three scenarios included common elements in 

CT and AW assessment, they reflect a limited number of constructs, item types, 

response lengths, and students that is relatively small across many dimensions. 

However, by using item responses of varying lengths, and rubrics of varying levels of 

specificity, this study lays sufficient groundwork for the investigation of broader 

applications.  

7.4.3 Correlational nature of much of the analyses 

A further limitation related to the study design is the correlational nature of much of 

the analyses, which also can limit these findings in terms of explicating causal 

mechanisms accounting for the results. I have through careful observation done work 

to highlight common issues in scoring across the item types and rubrics, but a research 

design informed by these preliminary findings could go further by using items with 

externally validated construct representations for distinct subscores. In particular, 

quality level definitions present an ideal focus for validation work, insuring that 

scoring levels translate well to observable examinee abilities and knowledge.  

7.4.4 Small sample size 

Significant effort went into gathering data for this project, and several avenues 

required significant resources and yielded little results so far.  The study worked with, 

overall, 160 item responses for Scenario 1 and 120 item responses in Scenarios 2 and 

3).  Four scorers were trained with the RDF rubric and three contributed scores to the 

detailed analysis recorded here. The analysis presented in this study reflects the first 

pairs of original scorers that worked on each scenario. Additional work after this study 

was completed resulted in additional scoring done on each data set, and I was pleased 

to see even higher correlations between scorers as more they gained more experience -

resulting in final scaled score QWK IRR measures above 0.90. This validation 

notwithstanding, a limitation of the study is both the diversity of item types, number 
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of responses scored and number of scorers. That said, the selected scenarios reflect a 

range of item response lengths and questions types that are representative of actual 

assessments used educational settings. 

7.4.5 No measure of intra-rater reliability 

The study did not include actions that would allow the calculation of intra-rater 

reliability as well.  However, the lack of this information did not detract from the 

central question of enabling improved feedback from associating item response 

elements to rubric components whilst maintaining or improving inter-rater reliability. 

7.4.6 No detailed scoring reports 

Finally, the quality of feedback that could be generated from the detailed scoring data 

collected in Scenarios 2 and 3 as scores were assigned by raters to specific sentence 

elements in the response was not deeply investigated during this study. The clear 

ability to provide specific acknowledgement of correct response characteristics is 

fairly intuitive and obvious. The ability to provide further feedback based on the 

collective set of scoring observations, including opportunities for score improvement, 

could yet be further explored and documented with more sophisticated score reporting 

software. Relatedly, more robust rubrics could have demonstrated the utility of 

identifying and down-scoring responses for common misconceptions, particularly 

useful in CT scoring embedded in subject domains such as biology and physics (see 

Neham and Reilly, 2007; Akmam et al., 2018). In addition, data captured by the 

remote scoring platform created for this study is sufficient to generate reports that 

document both what rubric elements were satisfied, but which were not, enabling the 

robust feedback only illustrated with sample reports in this chapter. 

7.5 Suggestions for Further Research 

An examination of the results from the scoring study’s three scenarios supports the 

conclusion that using the RDF developed in this work to build CT and AW rubrics 

could lead to better feedback, more transparent and defensible scoring, and a better 

learning experience for students given CR items for CT and AW assessment. The 

framework itself for describing a rubric is included in a generic form as Appendix J to 

this dissertation. This study suggests that this improved feedback can be created 

without a significant decrease in IRR, and that data generated by scoring could be 
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used to significantly improve feedback and understanding of the scores, as compared 

with holistic scoring.  

Suggestions for further research to address the different shortcomings and limitations 

in the study, and to examine its success more closely, could include: 

• Validated Rubrics re-cast in RDF terms. This research could easily be 

replicated with items whose holistic rubrics reflect the focus on CT or AW. 

Creating RDF versions of an existing CT rubric would more fully validate the 

success found with the items in this study.  

• Larger scale studies.  Trials with greater variety of item types and larger 

number of students, particularly if leveraging existing CT or AW assessment 

results, would provide an excellent approach to validating the results of this 

study.  

• Explore the potential for human mediated automated feedback. As many 

detailed quality level rubrics, evaluated and taken together, will often inform 

both what is good and what is inadequate in an assessment response, it could 

be possible to automate, or partially automate, detailed feedback from RDF 

rubrics for CT. Evaluating the effectiveness of this feedback, and its success in 

achieving “assessment as learning” is a worthy research goal that seems within 

reach.  

• Intervention studies. The notion illustrated in this study—to analyse the same 

responses with different rubrics—could also be used to interrogate the relative 

effectiveness and success of CT/AW interventions, exploring the degree to 

which specific rhetorical strategies taught (e.g., the narrative elements rubric) 

were reflected in responses, and the degree to which they correlate with the 

positive scores for either discrete aspects of CT or AW (e.g., strength of 

evidence, correctness of claim) or the overall success with the challenge. 

• Broader application.  This work appears to have broader applicability to 

other sorts of text scoring I have participated in over the last several years, 
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including such diverse areas as psychological profiling, diagnostic radiology, 

sales effectiveness training and compliance monitoring, where the 

framework’s support for non-trivial algorithms to calculate subscores or 

combine subscores for overall performance indicators is particularly important.  

For example, in diagnostic radiology assessment, a “fatal miss” reading a 

three-dimensional image scan despite other cogent and accurate observations 

would outweigh any simple algebraic combination of sub-scores.  

 

7.6 Conclusion 

The research question guiding this study was: 

Can a generalised and flexible RDF for scoring CT items (as compared to generic, 

holistic rubrics) be successfully used to define item-specific, content-centric rubrics 

that can guide essay graders to provide 

• useful feedback to students and teachers;  

• nuanced scoring that makes the exercise a learning experience; 

• explicit, defensible rationales for scoring outcomes; and 

• better interrater reliability? 

 

The result of this works makes a clear case that my rubric design framework provides 

a rigorous, flexible, robust and generalisable mechanism to achieve these ends for CR 

items assessing CT and AW skills.  

The rigour is enabled by structured, detailed quality level definitions for each quality 

level, for each evaluative criterion or sub-scores, defined for a given rubric / 

assessment and construct. 

Flexibility was illustrated in the suitability for the schema to represent the categorical 

notions of “narrative elements” for content categories in Scenario 3 as easily as it 

represented the discrete, content-specific observations that supported the notion of the 

WH adapting to a new environment in Scenario 1.  Flexibility was further on display 
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when adjustments to rubrics between development and testing phases could easily be 

accommodated by the same schema.  

The Rubric Design Framework for CT and AW is robust by virtue of the combination 

of both the structure of the subscore, quality level, quality level definition hierarchies 

and flexibility provide in the subscale score calculation formula, the final raw score 

formula and the final scaling formula aspects of the RDF.  While not leveraged for the 

items in this study, other work I have done in scoring text for such diverse areas as 

psychological profiling, diagnostic radiology, sales effectiveness training and 

compliance monitoring can address constructs where the combinations and 

interdependencies between subscores can benefit from more complex algorithms for 

score calculation.  

And finally, the generalizability of the RDF structure is reflected inside the CT 

measurement space itself, where a construct that is sometimes measured along dozens 

of different aspects can well be accommodated with rubrics using the nearly limitless 

flexibility supported by the framework. 

The secondary research question asked:  Are there aspects of scoring with item-

specific, content-centric rubrics that work well or that make scoring easier or more 

efficient? 

Based on the work of this study, fast and easy scoring is possible for at least a class of 

challenges that use robust, content-centric, item specific quality level definitions.  

Such items will have straightforward and specific criteria for evidence and claims that 

can be expressed in an item specific and content-centric way that can lead to scoring 

that is described as fast and easy by scorers, and provides defensible scoring results, 

useful feedback to students and strong inter-rater reliability often associated with 

simple, holistic scoring. 

This study adds to our understanding of and appreciation for item-specific rubrics, 

which by harmonizing a common understanding of the relative merits of differential 

claim and evidence citations, minimizes differing scorer judgements and enables 

improved feedback to students and defensible scoring outcomes, with the potential for 
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improved interrater reliability. In this way the study achieves the objectives for 

analytic rubrics stressed by Nordrum, Evans and Gustafsson (2013) for rubric-

articulated feedback while addressing interrater reliability challenges for analytic CT 

scoring noted by Saxton, Belanger and Becker (2012). 

 

<<<the end>>>   
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Appendix A: WH Item Materials 

The source essay, the writing prompt, and the original holistic rubric for the HT item 

used in Scenario 1 are provided below. 

 
See https://www.kaggle.com/c/asap-aes. 
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A1. WH Item Passage 
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A2. WH Item Prompt and Rubric 
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Appendix B: WH Initial RDF Rubric and Scoring Instructions 

This appendix contains instructions for scoring the WH item with the original (Phase 

1) RDF rubric.  

WH RDF Scoring Instructions 

Scoring instructions for graders using initial Phase 1 RDF rubric are listed below. The 

final section of notes was added after initial scorer training and after scoring the phase 

one scoring activity. 

Propositions/conclusions. A set of four possible claim scores is defined below, with a 

decreasing point value of 16/12/8/4 and zero. 

1.  The final paragraph signals the significance and teenager’s recognition of the 

overarching analogy the story communicates: that of the adaptation of the winter 

hibiscus to its environment and the struggle required by the immigrant teenage girl to 

adapt to her new environment. Adaptation and survival, ‘that is what matters’, her 

mother had said. [Articulates central elements of the underlying analogy between 

adaptation of the hibiscus to a new land and the adaptation of immigrants to 

their new land.] 

2. The final paragraph reinforces the notion that adaptation is matter of both 

struggle and accommodation, and the adapter is changed in the process—becoming 

stronger and yet different. [Articulates important elements of the underlying 

central analogy: adaptation, for the winter hibiscus or the immigrants, requires 

work, change, accommodation, and growth.] 

3. The final paragraph signals Saeng’s determination to adapt and succeed in her 

new life, irrespective of whether she passes the test. She must try, and adapt and 

survive, because ‘that is what matters’. [Articulates some elements of the 

underlying central analogy of adaptation for both the hibiscus and the 

immigrants: work, growth or determination, and the struggle to survive being 

paramount.] 
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4. Life is about change/growth and how to respond to change. A life is made up 

of the series of choices persons must make as they grow: what to hold on to, what to 

treasure, and what to value—and how to adapt. [Articulates one or more minimal 

elements of the underlying central analogy of adaptation for both the hibiscus 

and the immigrants: work, growth, change or determination, and the struggle to 

survive.] 

For explicit recognition of the analogy between adaptation of Saeng / the daughter / 

the narrator / the young woman / the girl to her new environment and how the winter 

hibiscus has adapted to its environment, award a full score. 16 points. 

Responses that recognise the need to adapt / change / respond to change (like the 

winter hibiscus) earn 12 points. 

Responses that recognise the signal of determination and the need to adapt and 

survive (because ‘that’s what matters’) get 8 points. 

Responses that reference growth, determination (not linked to adapting or 

accommodating change), or responding to change get 4 points. Recognising half the 

analogy—either Saeng’s need to adapt or the hibiscus adaptation—also earns 5 points. 

Max 16 points. Note that this scoring approach is implemented by identifying 

successively less specific or more generic descriptive target expressions. When 

scoring, the scorer should assign the best (highest point value) among multiple 

qualifying claims to give this portion of the score the proper value. Similarly, during 

examinations of evidence found in the response, there may be multiple expressions or 

ways to cite a single bit of evidence (e.g., ‘the hibiscus is different here’), but each 

evidence point should be counted only once even when repeated.  

Reasoning and evidence. The support evidence to be credited by the scorer can be as 

follows (max one point for each of six kinds of evidence numbered 1 to 6): 

1. The winter hibiscus in the new place is different from the hibiscus back home. 

a. ‘It’s not a real one. Not like the kind we had before’. 
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2. Winter hibiscus not as pretty.  

a. Winter hibiscus is different—not as pretty, flower less beautiful than the 

hibiscus they knew before.  

3. Winter hibiscus is strong enough to survive the cold/winter. 

a. Winter hibiscus is different—stronger/more tolerant of cold/winter than the 

hibiscus they knew before. 

4. Saeng’s mother has begun to adapt to the new environment. 

a. Acclimation to the cold; persevere to provide continuity for her child 

5. Saeng has begun to adapt to the new environment; Saeng recognises survival 

requires determination and work, even change. 

a. Her mother had said survival is ‘what matters’. 

b. Determination to succeed, do what is necessary in the new place. 

6. The winter hibiscus is in some ways the same as the hibiscus back home. 

a. Petals, blossoms, stamen colour/texture as before. 

b. Examining the flower met expectations (feel: cool and smooth), etc. 

c. Hence it has adapted/changed to accommodate the circumstances. 

Scoring formula. The claim subscore should reflect the 16/12/8/4 or 0 score assigned. 

[Note this changed in Phase 2, collapsing the 12 and 8 scores to a single 10-point 

intermediate claim score.] The evidence subscore is a simple 0 to 6 points depending 

on which of the six categories of evidence are found in the response. The raw overall 

score is the sum of the two subscores, so such scores will range from [0 to 16] (for 
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claims) + [0 to 6] (for evidence), or overall, from 0 to 22. These scores are then cast 

back into the original 0 to 3-point scale, as Table B1 shows. 
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Table B1. Calculation of Final Score 

Raw score range Final score Final score descriptor 
13–22 3 Strong evidence of recognising and 

understanding the central underlying 
analogy of the text. 

8–12 2 Some evidence of recognising and 
understanding the central underlying 
analogy of the text. 

1–7 1 Minimal evidence of recognising or 
understanding the central underlying 
analogy of the text. 

0  0 No evidence of recognition or understanding 
the central underlying analogy of the text. 

 

Some additional notes reflecting Phase 2 scoring. For the central claim, the 

proposition/claim should be scored as 4, 10, or 16 in Phase 2, as the minimum 4 point 

score of a single bit of the underlying analogy and the full 16 points for the full 

analogy were consistently recognised by both scorers in Phase 1. During Phase 2, 

responses that recognise a significant subset of the underlying analogy—that either the 

immigrants or the flower had adapted, for example—will be awarded 10 points. A bit 

of further clarification was provided as follows. 

1. A top score of 16 should be used for responses that note that hibiscus has 

adapted to the new environment, recognise that the immigrant(s) (Saeng alone is fine) 

must also adapt, and explicitly recognise this as an analogy. 

2. The intermediate score of 12 (in Phase 2, 10) points can reflect responses that 

at least identify some sort of analogy between the immigrant(s) and the winter 

hibiscus, but might only remark on their common struggle, common fate, or the fact 

that both have to deal with cold, without explicitly recognising the big picture. 

3. The intermediate score of 8 points (in Phase 2, 10) for responses that recognise 

an analogy between the immigrants and winter hibiscus, but it can be 

implicit/unstated, so long as more than one attribute of each is mentioned. For 

example, a response might note that the hibiscus adapts to cold but is not as pretty, or 

that Saeng must adapt, or grow, or overcome/struggle in her new place. Or by 
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identifying two attributes of WH, one of Saeng, and contains an implicit comparison. 

[Added in Phase 2: Any response that explicitly communicates a comparison between 

Saeng to the hibiscus, or her mother to the WH, also elevates claim subscore of the 

response to this intermediate tier.] 

4. A minimally relevant answer worth 4 points only mentions growth, 

struggle/work, or determination as required to overcome change for either Saeng or 

the winter hibiscus. 

 
  



186 

186 

 
Appendix C: HT Original Item Materials 

 
C1. Pathway Project Directions - HT 

 
1 
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C2. HT Item Instructions 
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C3. HT Item Passage  
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C4. HT Ancillary Passage 

 

 
1 
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2 
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C5. HT Prompt 

 
The Railroad Runs to Canada 
(single page) 
 
Background 
In her article ‘Seven Qualities of a Good Leader,’ Barbara White, author and expert in 
educational leadership, identifies seven key qualities that enable good leaders to guide, 
influence or direct others. 
 
Writing Directions 
You have just read an excerpt from Ann Petry’s biography Harriet Tubman: Conductor 
on the Underground Railroad, describing how Harriet, an escaped slave, returned to 
southern plantations to rescue others’ slaves and guide them to freedom. 
 
PROMPT 
 
Review White’s article, ‘Seven Qualities of a Good Leader.’ Write an essay in which 
you make a claim about ONE quality of leadership that was MOST ESSENTIAL 
in enabling Harriet to guide the slaves to the North. 
 
In the body of your essay: 

 Discuss how Harriet’s key quality of leadership helped her to overcome several 
obstacles and why it was so important to her and the other slaves’ survival. 

 Compare and contrast Harriet’s response to this life-threatening situation with that of 
the slaves. What does Harriet share in common with her followers and what differences 
allowed her to emerge as a leader? 
 
In your conclusion, describe a lesson we can learn from Harriet’s story and her 
acts of courage. 
 

REMEMBER to clearly address all parts of the writing task, support 
your main ideas with evidence from both reading selections, use 
precise and descriptive language, and proofread your paper to correct 
errors in the conventions of written English. 
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Appendix D: HT Original Rubric 

 
Scoring Guide for ‘The Railroad Runs to Canada’ and ‘Unbroken’ 

Note: Papers at all levels of achievement described below will contain some or all of 

the characteristics listed as criteria for each particular score. 

6 Exceptional Achievement 

1. Writer introduces the subject, giving enough background for the reader to follow 

the interpretation he/she offers in response to the prompt. 

2. Writer presents a thoughtful/insightful claim about the quality of leadership that 

was most essential in enabling Harriet to inspire the slaves or the characteristic of 

resilience that was most essential in enabling Louie to survive. 

3. Writer gives specific examples of several obstacles Harriet and the slaves faced 

and perceptively discusses how a key leadership quality helped Harriet 

overcome these obstacles or gives specific example of several obstacles the men 

faced, what Louie thought, did, felt, and said in response to the situation, and 

perceptively discusses how his key trait of resilience helped him to overcome 

these obstacles. 

4. Writer thoughtfully compares Harriet’s response to this life-threatening 

situation with that of the slaves (how she is like and different from them) or 

Louie’s response to that of Phil and Mac (who is more like him and less like 

him). 

5. Writer perceptively considers what characteristics of leadership exhibited by 

Harriet or characteristics of resilience exhibited by Louie reveal about each 

character’s values and beliefs. 

6. Writer thoughtfully analyses a lesson readers can learn from Harriet’s acts of 

courage or Louie’s story of survival. 

7. Writer skillfully weaves numerous references from both sources (the nonfiction 

biography and the source materials on leadership or resilience) into the essay to 

support his/her claim. 
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8. Throughout the essay, writer carefully analyses the language the authors use to 

depict the dire circumstances the characters are in and how the language illustrates 

leadership or resilience. 

9. Writer uses especially precise and descriptive language as well as transition 

words. 

10. Writer interprets authoritatively using a formal tone and advances to a logical 

conclusion that clearly follows from and supports the argument presented. 

11. Paper has few errors in the conventions of written English. 

5 Commendable Achievement 

1. Writer introduces the subject, giving enough background for the reader to follow the 

interpretation he/she offers in response to the prompt. 

2. Writer presents a reasonably thoughtful claim about the quality of leadership that 

was most essential in enabling Harriet to inspire the slaves or the characteristic of 

resilience that was most essential in enabling Louie to survive. 

3. Writer gives examples of obstacles Harriet and the slaves faced and thoughtfully 

discusses how a key leadership quality helped Harriet overcome these obstacles or 

gives examples of obstacles the men faced, what Louie thought, did, felt, and said in 

response to the situation, and thoughtfully discusses how his key trait of resilience 

helped him to overcome these obstacles. 

4. Writer thoughtfully compares Harriet’s response to this life-threatening situation 

with that of the slaves (how she is like and different from them) or Louie’s response 

to that of Phil and Mac (who is more like him and less like him). 

5. Writer thoughtfully considers what characteristics of leadership exhibited by Harriet 

or characteristics of resilience exhibited by Louie reveal about each characters’ 

values and beliefs. 

6. Writer thoughtfully analyses a lesson readers can learn from Harriet’s acts of 

courage or Louie’s story of survival. 

7. Writer weaves some references from both sources (the nonfiction biography and the 

source materials on leadership or resilience) into the essay to support his/her claim. 

8. Throughout the essay, writer analyses the language the authors use to depict the dire 

circumstances the characters are in and how the language illustrates leadership or 

resilience. 

9. Writer uses some precise and descriptive language as well as transition words. 
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10. Writer interprets authoritatively using a formal tone and advances to a logical 

conclusion that clearly follows from and supports the argument presented, but the 

conclusion is less compelling than a 6 paper. 

11. Paper has relatively few errors in the conventions of written English. 

4 Adequate Achievement 

1. Writer orients the reader adequately by giving at least some introductory context. 

2. Writer may begin unsteadily but reaches a focus or point as the essay progresses. 

3. Writer presents an adequate claim about the quality of leadership or characteristic of 

resilience that was most essential in enabling Harriet/Louie to overcome 

obstacles/survive. 

4. Writer gives examples of obstacles Harriet and the slaves faced and discusses how a 

key leadership quality helped Harriet overcome these obstacles or gives examples of 

obstacles the men faced, what Louie thought, did, felt, and said in response to the 

situation, and discusses how his key trait of resilience helped him to overcome these 

obstacles. 

5. Writer compares Harriet’s response to this life-threatening situation with that of the 

slaves (how she is like and different from them) or Louie’s response to that of Phil 

and Mac (who is more like him and less like him). 

6. Writer considers what characteristics of leadership exhibited by Harriet or 

characteristics of resilience exhibited by Louie reveal about each character’s values 

and beliefs. 

7. Writer adequately analyses a lesson readers can learn from Harriet’s acts of courage 

or Louie’s story of survival. 

8. Writer weaves a few references from both sources (the nonfiction biography and the 

source materials on leadership or resilience) into the essay to support his/her claim. 

9. Writer uses less precise and descriptive language as well as transition words. 

10. Writer interprets less authoritatively using a less formal tone and advances to a 

conclusion that supports the argument presented, but the conclusion is less 

compelling than a 5 or 6 paper. 

3 Some Evidence of Achievement 

1. Writer introduces the topic perfunctorily or simply dives in—answering the 

questions without developing a clear introduction. 
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2. Overall, writer’s discussion of ‘The Railroad Runs to Canada’ or ‘Unbroken’ may 

be superficial or rely on the retelling of events and provide little in the way of 

analysis or commentary. 

3. Writer may fail to make a claim about what quality of leadership or characteristic of 

resilience enabled Harriet to inspire the slaves or Louie to survive. 

4. Writer may fail to give specific examples of the obstacles Harriet and the slaves or 

the men faced or give examples but fail to discuss or superficially discuss how the 

key trait of leadership or resilience helped Harriet/Louie to overcome obstacles. 

5. Writer may fail to compare and contrast Harriet to the slaves or Louie to Phil and 

Mac. 

6. Writer’s conclusion may not connect the character’s traits of leadership or resilience 

to his/her values and beliefs. 

7. Writer may provide a superficial lesson learned or neglect to discuss what lesson 

can be learned. 

8. Writer uses little to no precise and descriptive language or transition words. 

9. Writer uses few, if any, references to the texts (the biography or nonfiction 

materials on leadership or resilience). 

10. Paper has many errors in the conventions of written English, some of which may 

interfere with the writer’s message. 

2 Little Evidence of Achievement 

1. Writer provides no introduction, or it is brief and unfocused. 

2. Writer may simply retell the story without seeming to really understand everything 

that takes place. 

3. Writer may fail to discuss characteristics of leadership and resilience and how they 

are demonstrated by Harriet or Louie. 

4. Writer may fail to give examples of how Harriet or Louie use leadership or 

resilience to overcome obstacles. 

5. Writer may not understand or fails to discuss the lesson learned in ‘The Railroad 

Runs to Canada’ or ‘Unbroken’. 

6. Writer talks in generalities and fails to provide references to the two source texts. 

Conclusion may be abrupt or missing. 

7. Language is imprecise. 
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8. Paper has errors in the conventions of written English, many of which interfere with 

the author’s message. 

1 Minimal Evidence of Achievement 

1. Context/introduction is missing, abrupt, or confusing. 

2. Writer does not discuss or appear to understand what characteristics of leadership or 

resilience are displayed by Harriet or Louie. 

3. Writer merely retells the story and does not describe what obstacles the characters 

faced or how they use leadership/resilience to overcome them. 

4. Writer makes no attempt to consider what lesson can be learned from the 

biographies. 

5. Writer fails to provide references to either the fictional text or nonfiction source 

material. 

6. Writer has very poor command of how to construct an essay. 

7. Paper has so many errors in the conventions of written English that the writer’s 

meaning is obscured. 
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Appendix E: HT RDF C+E Rubric and Instructions 
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Appendix F: HT RDF A-G Rubric and Instructions 

HT RDF A-G Rubric and Scoring Instructions 
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Appendix G: Rater Participant Information Form 

Project Title: A Robust and Generalisable Rubric Design Framework for Critical 

Thinking Assessment 

Invitation 

You are being asked to take part in a research study on the development and validation 

of a rubric design framework for critical thinking assessment. The research is a PhD 

project conducted by Harry Layman under the supervision of Professor Glenn Fulcher 

at the University of Leicester. 

What will happen 

In this study, you will be given an item description, a rubric, and a set of responses. 

Some of the responses will be scored as examples. Unscored items are to be scored by 

you by applying the supplied rubric to the response provided. You will be provided 

with an information sheet detailing procedures, noting that your participation is 

voluntary, that you will be compensated for your time and at what rate, and explaining 

the means by which you may revoke your consent and discontinue your participation. 

Having agreed to participate in the study by signing the Consent Form below, you will 

be asked to rate or grade student responses to critical thinking challenges according to a 

rubric provided. You will also be asked to respond to a questionnaire following the 

rating sessions, answering questionnaire questions related to scoring process. 

Time Commitment 

Your time commitment will vary. You will be offered assignments with specific 

numbers of item responses to score and an expected (estimated) timeline for 

completion. Progress (scoring results so far) should be provided to the researcher after 

the first 20 items have been scored, and once approved, at least once every 40 hours of 

work, or 20 items scored, and compensation will be paid for each 40-hour interval or 

part thereof. 

Participants’ rights 

You may decide to stop being a part of the research study at any time without 

explanation. You have the right to ask that any data you have supplied to that point be 
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withdrawn. You will be compensated for time spent for which scores have been 

provided. You have the right to omit or refuse to answer or respond to any question that 

is asked of you without any penalty. 

You have the right to have your questions about the procedures answered (unless 

answering these questions would interfere with the study’s outcome). If you have any 

questions as a result of reading this information sheet, you should ask the researcher 

before the study begins. 

Benefits and risks 

You will get some insights into approaches towards the evaluation of students’ critical 

thinking responses. And you will also be invited to review the scoring results and the 

automated scoring platform in development. There are no known risks for you in this 

study. 

Cost, reimbursement, and compensation 

Your participation in this study is voluntary. You will receive compensation stated on 

your hourly rate as specified on the Rater Information Form for the hours of scoring 

work performed after each 40 hours worked, or when the work is completed, to 

compensate you for the time taken on your part.  

Confidentiality / anonymity 

The data to collect from you will include the results of your ratings, and your responses 

(if any) to questionnaires, name, email address, years of teaching or instructional 

experience, and years of assessment rating experience. Your name and all other 

information will be collected for identifying or indexing the rating results and 

questionnaire responses for the convenience of data analysis. Your email will be only 

used for the convenience of contact for the purposes of the research. In the presentation 

and publication of the research where your rating and questionnaire data are utilized, 

every precaution will be taken to protect your anonymity. This includes using 

pseudonyms; real names of individuals and universities will not be disclosed. All 

possible use of the data you provide will be only available to the researcher and the 

supervisory team under the above-mentioned conditions. Under all foreseeable 



214 

214 

conditions, all use of the data will abide by the Data Protection Act 1998 and EU 

General Data Protection Regulation.10 

For further information 

Harry Layman / Professor Glenn Fulcher will be glad to answer your questions about 

this study and the final results of this study at any time. You may contact them at email: 

hal4@leicester.ac.uk /mobile: +1(949) 945-3373 and Dr. Fulcher email: gf39@le.ac.uk. 

 

 

  

 
10 See https://gdpr-info.eu 
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Appendix H: Rater Informed Consent Form 

Project Title: A Robust and Generalisable Rubric Design Framework for Critical 

Thinking Assessment 

Project summary 

The project aims to develop and validate a rubric design framework to evaluating and 

improve rubrics for items designed to assess critical thinking skills with constructed 

response challenges or questions.  

This project will have human scorers grade CT item responses with both generic, 

holistic rubrics and with item-specific, content-centric rubrics, to establish the relative 

IRR, utility and efficacy of each form of rubric in practice with the same assessment 

items and responses. Instructions, scoring materials and item responses and scoring 

forms will be provided. 

By signing below, you are agreeing that: (1) you have read and understood the Rater 

Participant Information Form, (2) questions about your participation in this study have 

been answered satisfactorily, and (3) you are taking part in this research study 

voluntarily (without coercion) 

 

Participant’s Name (Printed)* 

 

Participant’s signature* Date 

 

Name of person obtaining consent (Printed) Signature of person obtaining consent 
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For purposes of compensation: Compensate graduate research assistance for their time. 

Hourly Rate or fixed milestone payments as specified on UpWork.com tasking. US and 

UK / EU graders will be compensated at a rate of no less than $15 / hour and €15, 

respectively. 

Grader Name: _________________________________ 

Grader Address: _____________________________________________ 

Phone: Email:  

_______________________ _________________________ 

Graders may have the option to register and use the UpWork platform for scoring work 

and payment.  

College and University Education: 

Institution Years Attended Major / Course of 

Study 

  Degree Awarded  
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Appendix I: Post Scoring Rater Survey 

 
After scoring, raters received a questionnaire, one for each scenario they scored.  The 
questions were focused on ease of use and the secondary research questions in this 
study regarding how the structured rubric impacted the scoring challenge from the 
perspective of the scorers.  The three questions were applied to each scenario as 
illustrated by the survey instruments below. 
 
Winter Hibiscus, C + Rubric Questions:    

I am interested to in understanding how the rubrics may have made the scoring 
more or less efficient and more or less difficult. 

 

1.  The Winter Hibiscus with Claim plus Evidence rubric included specific 
guidance on partial scoring of the response claim.  Was this: 

Too specific: __    Too: broadly framed: __    About right: __ 

Comments: 

 

2.  The Winter Hibiscus with Claim plus Evidence rubric included specific 
guidance on scoring evidence to support the claim.  Was this: 

Too specific: __    Too: broadly framed: __    About right: __ 

Comments: 

 

3.  Did you find the rubric(s) easy or difficult to apply?   

__ Easy     __ Neutral   __ Difficult 

Comments: 

 

4.  Other Comments: 
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Harriet Tubman – C+E Rubric Questions: 

1.  The Harriet Tubman with Claim plus Evidence rubric included some 

guidance on partial scoring of the response claim.  Was this: 

 

I am interested to in understanding how the rubrics may have made the scoring 
more or less efficient and more or less difficult. 

 

Too specific: __    Too: broadly framed: __    About right: __ 

Comments: 

 

2.  The Harriet Tubman with Claim plus Evidence rubric included guidance on 

scoring evidence to support the claim.  Was this:  

Too specific: __    Too: broadly framed: __    About right: __ 

Comments: 

 

3.  Did you find the rubric(s) easy or difficult to apply?   

__ Easy     __ Neutral   __ Difficult 

Comments: 

 

4.  Other Comments: 
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Harriet Tubman – A-G (Narrative Elements) Questions: 

I am interested to in understanding how the rubrics may have made the scoring 
more or less efficient and more or less difficult. 

 

1.  The Harriet Tubman with A-G narrative elements rubric included guidance on 

partial scoring of the response claim and the reason for the claim (elements A 

and B).  Was this:  

Too specific: __    Too: broadly framed: __    About right: __ 

Comments: 

 

2.  The Harriet Tubman with Claim plus Evidence rubric included categorical 

guidance on scoring narrative elements C through G (e.g. how was HT’s reaction 

to life threatening situations different from that of her followers; what lesson can 

we learn from HT’s leadership, etc.) evidence to support the claim.  Was this: 

Too specific: __    Too: broadly framed: __    About right: __ 

Comments: 

 

3.  Did you find the rubric(s) easy or difficult to apply?   

__ Easy     __ Neutral   __ Difficult 

Comments: 

 

 

4.  Other Comments: 
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Appendix J: An RDF for CT and AW Scoring 

 
 

A Rubric Design Framework (RDF) for CT and AW Assessment Items 

El # Element Name / Description 
Foundational Elements 

1 High-Level Rubric Definition 
2 High-Level Item(s) Definition 
3 Scoring Criteria and Level Definitions 
4 Subscale Score Calculation Formula 
5 Final Raw Score Formula 
6 Score Scaling Formula 

Scoring Processes 
7 Scoring Processes Strategy and Design 
8 Scoring Process Implementation 

Supporting Elements for Production Use 
9 Format and Content of Score Reports 
10 Exemplars (example scored responses) 

 
 
1.  High-Level Rubric Definition 
a) Construct: skill, knowledge or capability measured; Sub-scores and relative 
weights 
b) Audience  
c) How assessed  
d) How scored 
e) Security / disclosure 

 
 
 
2. Item Definition 
a) Instructions 
b) Prompt / Challenge 
c) Passage 1 
d) Other artefacts (chart, graph, table, passage, sound, movie, image, interactions) 

 
 
One row per subscore 
3a. Scoring Criteria 
a) Evaluative Criteria Name / Descriptor / Subscore 1 
b) Evaluative Criteria Name / Descriptor / Subscore 2 
c) Evaluative Criteria Name / Descriptor / Subscore 3 and so on… 
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One table per subscore 
3b. For Each Evaluative Criteria: Quality Level Descriptors and Definition  
Subscore 1: Criteria Name 
Quality Level Name Points Definition 

Level Name 1  
Criteria by which this level is assigned, can 
range from categorical description to item 
specific detail 

Level Name 2   
Level Name 3   
Level Name 4 and so on…   

 
 
One formula per subscore 
4. Subscale score calculation formula 
This entry expresses the rule by which a score for a subcategory is determined when 
one or more quality level definitions are satisfied for a single subscore or evaluative 
criteria..  
 
Common rules might include: 
a) Adding up the qualifying individual point values of all the quality level definitions 
that are met by the response 
b) Selecting the highest point value from one or more quality level definitions that are 
met by the response 
c) Sum the point values of all satisfied quality level definitions that are met by the 
response up to a subscore maximum 
d) An algorithm specific to the item and the evaluation criteria (e.g., as might be used 
in a diagnostic radiology assessment or architectural engineering challenge) 

 
 
5. Final raw score formula 
If a single overall score is to be provided, this rule specifies how the final score is 
determined from the individual subscores. 
 
Common rules might include: 
a) Adding up subscores 

b) Averaging the subscores 
c) Summing the subscores up to a maximum possible  
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6. Final scaling formula 
This formula specifies how the final raw score might be transposed from the 
calculated value to a reported target scale for comparability (across time, settings, or 
modalities) or for historical or other purposes based on external factors.  
 
Examples include  
 
a) A simple linear transformation. For example, a raw score of 0 to 60 could be 
transformed to a number between 200 and 800 in unit-of-10 increments; or  
 
b) A simple table could bracket raw scores into groups or categories of skill levels 
based on external validation or other processes. For example: 
 

Raw score 
range Final score Final score descriptor 

13–22 3 Strong evidence of recognising and understanding 
the central underlying analogy of the text. 

8–12 2 Some evidence of recognising and understanding the 
central underlying analogy of the text. 

1–7 1 Minimal evidence of recognising or understanding 
the central underlying analogy of the text. 

0  0 No evidence of recognition or understanding the 
central underlying analogy of the text. 

 

 
 
7.  Scoring Process Strategy and Design  
a) how will scoring be done; how scoring decisions be made and recorded 
b) how scoring data is used to produce a score report 
c) how meaningful feedback is produced 
d) how scoring consistency and quality will be maintained 

 
 
8.  Scoring Process Implementation  
Beyond classroom-based and instructor led scoring, in the case of large-scale 
assessment, consequential or high-stakes testing, and assessments for purposes 
beyond the focus of individual progress and achievement, scoring process 
implementation may require additional documentation to insure quality, validity, and 
reliability. Validity for these purposes may require more extensive work to provide 
assurance that measurement and score representations adequately reflect knowledge, 
skills and capabilities appropriate for the intended use of the assessment for all sub-
populations and cohorts. Equivalence across time, geography, and populations 
requires an additional level of validation and documentation that may not be 
necessary for other contexts (e.g,. formative assessment, in-classroom assessment, or 
self-study). 
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9.  Format and content of score reports 
Some assessments may require different forms of score reporting for different 
audiences. Depending on context and use case, the intended use of an assessment 
item may provide a quick snapshot or benchmark to compare with prior and future 
like assessments to track progress and identify situations for further review, or the 
focus may be on diagnostic output that provides detailed subscore and item response-
specific context to elaborate on the correct and incorrect thought processes, 
reasoning, and analysis performed by the examinee.  
 
A short summary that sets expectations for the expected score report, or a sample 
with explanations of the sort of feedback and score scale to be used, also contributes 
to a fair and open assessment process. 

 
 
 
 
10.  Exemplars 
A library of well-scored examples can be an efficient way to communicate the 
standards with which a variety of quality level definitions can be met by different 
responses to complex CT or AW constructed response item. Well scored examples 
can also provide guideposts and underpin narrative descriptions of what a 
comprehensive challenge to a critical thinking item should contain. They can also 
provide examples of contrasting approaches to the same problem and illustrate a 
range of rhetorical techniques that can prove useful in the CT and AW domains. 
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